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Executive Summary

We present the progress that has been made during the first half of the project in WP4, regarding
neuro-symbolic (NeSy) learning and reasoning techniques for Complex Event Recognition and
forecasting (CER/F). We also present our work on exploratory data analysis with the available
data in the project, as well as some preliminary results and applications of some of our new
techniques in WP4 on such data and additional, surrogate data.

CER/F systems detect, or even forecast ahead of time special events of interest in streaming
input. Such events are typically defined via symbolic patterns that correspond to symbolic
automata, i.e. finite state machines where the transitions are guarded by logical predicates, as
opposed to propositional symbols from a finite alphabet. The symbolic nature of such systems
limits their applicability in domains where the input is sub-symbolic, such as sequences of
images, or high-dimensional time series. NeSy techniques hold the promise of seamlessly
integrating symbolic models, which expect structured input, with neural networks that operate
on the perceptual input level. However, NeSy integration in EVENFLOW involves important
challenges, since, due to scalability bottlenecks, existing NeSy techniques cannot deal with input
of temporal nature.

Regarding the technical progress in WP4, we present a novel technique for scalable NeSy
training in temporal domains, which will serve as the backbone for further progress in the project
on the NeSy front. The new framework provides a logical/probabilistic language for specifying
temporal patterns of interest, which allows to model uncertainty via probabilistic statements. It
also provides an algorithm for compiling such patterns into symbolic automata and performing
differentiable probabilistic inference with such automata in a scalable fashion. Finally, the new
framework provides an interface between the specified symbolic models and neural predictors
that map the sub-symbolic input to concrete symbols, allowing to perform NeSy training of
neural models, using the symbolic model as a regularizer.

We also present a new method for learning symbolic automata-based complex event patterns
from labeled multivariate sequences, representing event traces. Our approach is based on
abductive learning in Answer Set Programming and is accompanied by an incremental learning
technique, based on Monte Carlo Tree Search, that allow to learn and revise such patterns in a
scalable fashion.
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1 Introduction

1.1 Project Information

EVENFLOW is developing hybrid learning techniques for complex event forecasting, which
combine deep learning with logic-based learning and reasoning into neuro-symbolic forecasting
models. The envisioned methods combine (i) neural representation learning techniques, capable
of constructing event-based features from streams of perception-level data with (ii) symbolic
learning and reasoning tools, that utilize such features to synthesize high-level, interpretable
patterns of critical situations to be forecast.

Crucial in the EVENFLOW approach is the online nature of the learning methods, which
makes them applicable to evolving data flows and allows to utilize rich domain knowledge that
is becoming available progressively. To deal with the brittleness of neural predictors and the
high volume/velocity of temporal data flows, the EVENFLOW techniques rely on novel, formal
verification techniques for machine learning, in addition to a suite of scalability algorithms for
federated training and incremental model construction. The learnt forecasters will be interpretable
and scalable, allowing for fully explainable insights, delivered in a timely fashion and enabling
proactive decision making.

EVENFLOW will be evaluated on three use cases related to (i) oncological forecasting in
precision medicine, (ii) safe and efficient behaviour of autonomous transportation robots in smart
factories and (iii) reliable life cycle assessment of critical infrastructure.

1.2 Document Scope

This document presents the advancements made in WP4 within the scope of EVENFLOW in
the first 18 months of the project. WP4 in EVENFLOW focuses on the development of neuro-
symbolic (NeSy) learning and reasoning techniques in temporal domains, towards building event
recognition and forecasting systems that are able to operate on sub-symbolic, perceptual input
and integrate symbolic predictive models with neural networks. This deliverable elaborates on
the generic tools developed and the way they are applied in real world scenarios also derived
from EVENFLOW use cases. The current deliverable will further evolve in the second half of
the project to “D4.2 Final Version of Online Neuro-Symbolic Learning & Reasoning Techniques”
delivered on Month 36 of EVENFLOW.

1.2.1 Neuro-Symbolic Complex Event Recognition and Forecasting

Complex Event Recognition [32] and Forecasting [3] (CER/F) systems seek to detect, or even
forecast ahead of time, occurrences of special events of interest, across a set of input data streams.
The input streams consist of simple events, which are time-stamped pieces of information, and
the output are the detected/forecast instances of the target situations, which are called complex
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Figure 1: A typical baseline approach for handling sub-symbolic input in the CER/F domain.
The input in this example consists of sequences of images from an on-board robot camera in the
DFKI use case in EVENFLOW.

events and are usually defined as spatio-temporal combinations of the simple events.
To perform the recognition process, CER/F systems rely on a set of complex event patterns,

which are declarative specifications of the interesting situations to be monitored. Such situations
usually involve sets of correlated events that are expected to occur in a sequential fashion. The
formalisms that are used to define such patterns, called event specification languages [34], allow
to compose such patterns from some basic operators, which typically extend classical regular
expression constructs, such as sequencing and Kleene closure, with additional operators, such
as filtering, i.e. satisfiability testing of logical predicates against the temporal input. Due to the
sequential nature of such complex event patterns, the corresponding computational objects are a
special kind of automata (finite state machines), called symbolic automata [14], whose transitions
are guarded by predicates (corresponding to the filtering operators), rather than by mere symbols
from a finite alphabet. The recognition process then amounts to matching such automata-based
patterns against the simple event input, i.e. reaching an accepting state in the automaton during
processing the input stream, while the forecasting task amounts to deriving probabilistic estimates
of future full pattern matches from partial matches that have been observed so far.

Regarding the forecasting task, in particular, which is a core aspect of the EVENFLOW
approach, the actual automaton pattern is first converted into a Pattern Markov Chain (PMC), a
probabilistic model that allows to reason about the behavior of the initial pattern. A PMC is a
Markov Chain obtained from the pattern itself, by associating with each transition the probability
of executing that transition, estimated empirically from an initial segment of the input stream.
From the PMC, using standard Markov Chain machinery, it is possible to compute the so-called
waiting time distributions [3]. For any given non-accepting state q in a pattern, its waiting time
is a random variable defined as the number of transitions required for the pattern to reach an
accepting state (i.e. a full match) from q. Therefore, the waiting-time distributions allow to
answer queries like “what is the probability of a pattern completion from state q in n steps into
the future”.

The symbolic nature of existing CER/F systems restricts their applicability to symbolic
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input. However, numerous applications deal with sub-symbolic, perceptual level input, such as
sequences of images, or high-dimensional time series. A typical baseline approach in such cases
is to train a neural predictor to map the sub-symbolic input to a set of symbols, corresponding
to the simple events in our case, which are then passed to the symbolic model that handles the
downstream CER/F task, as illustrated in Figure 1. Such approaches are sub-optimal, since the
neural predictors are trained in isolation, ignoring the downstream task. They are also often
infeasible, since they require large amounts of simple event-labeled data, which are usually
difficult to obtain.

On the other hand, the alternative of abandoning symbolic techniques altogether and resorting
to purely neural techniques instead comes with important shortcomings. These include the back-
box nature of neural models, their brittleness, their poor generalization in out-of-distribution
settings and their lack of support for incorporating existing domain knowledge. The latter is of
particular significance, since in the CER/F domain it is often the case that domain experts are
interested in monitoring known complex event patterns across the input data streams. Therefore,
CER/F approaches are required to both support expressive event specification languages that
allow to manually define known patterns and computational tools that interface such languages
with sub-symbolic input.

Neuro-symbolic (NeSy) learning and reasoning techniques seek to bridge the gap between
neural and symbolic techniques by combining the best of two worlds. A variety of NeSy
techniques have been proposed in the literature – we refer to [48] for a comprehensive survey.

Figure 2 illustrates the NeSy approach to CER/F that we pursue in EVENFLOW. The neural
model is not trained in isolation as in the case illustrated in Figure 1, but it receives a learning
signal that takes into account the symbolic model’s performance on the downstream task. This is
achieved by using some form of differentiable inference with the symbolic model, in order to
produce the predictions/forecasts. This allows to compute the gradients directly on the symbolic
model. In turn, this entails that the gradients carry some form of semantic information related to
specific points of failure w.r.t. the symbolic model and, therefore, the network updates during
gradient back-propagation, progressively align the neural model’s predictions with the symbolic
model’s requirements.

The general schema that is illustrated in Figure 2 points to the relatively recent family of NeSy
interfaces, which typically use the symbolic model as a regularized for the neural model. In such
approaches the neural and the symbolic parts are clearly separated, and they communicate via
some gradient-based interface. This increases the transparency of such approaches, as opposed
for instance to approaches that embed the logic into the network, using e.g. fuzzy logic [8]. Also,
such NeSy interfaces may be easily implemented using off-the-shelf tools (solvers, reasoners)
and they allow for a formal probabilistic semantics, since differentiable inference is usually
achieved via some probabilistic variant of crisp logical inference. The latter is not the case
in NeSy approaches that rely on logical embeddings. Yet, it is an important requirement in
EVENFLOW, since, as discussed above, existing event forecasting techniques rely on such
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Figure 2: Neuro-symbolic Complex Event Recognition & Forecasting.

probabilistic semantics to estimate the likelihood of future full pattern matches.
For the above reasons we focus on such NeSy interfaces in EVENFLOW. However, this

comes with important challenges. As will be made clear in Section 2, existing, state-of-the-art
NeSy approaches of the logic-as-regularizer family face important scalability barriers that make
them impractical in temporal domains.

To address this issue, we propose a novel neural/probabilistic NeSy learning and reasoning
framework that offers a language for specifying complex event patterns, which are compiled into
symbolic automata at runtime. The new framework comes with a formal probabilistic semantics,
which allows for differentiable probabilistic inference with the compiled automata and results in
a scalable NeSy training procedure, particularly tailored for temporal domains.

Interesting complex event patterns are not always known beforehand, while existing ones
often need to be revised in response to changes in the input data characteristics. Therefore,
machine learning techniques for inducing such patterns from data are necessary. However, as
will be made clear in Section 3.4, existing approaches for learning symbolic automata structures
have several limitations, which make them impractical in EVENFLOW. To address this issue,
we propose a novel structure learning technique for symbolic automata, capable of learning and
revising such patterns from labeled event traces.

1.3 Document Structure

This document consists of the following chapters:

• Chapter 2 presents our novel neural/probabilistic framework for scalable NeSy learning
and reasoning in temporal domains.

• Chapter 3 presents our novel symbolic automata learning and revision technique, based on
Answer Set Programming.

• Chapter 4 presents our work on exploratory analysis of the available EVENFLOW use
case data and some preliminary results.
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• In Chapter 5 we summarize our work, present directions for future work and conclude.
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2 Scalable Neuro-Symbolic Training in Temporal Domains

2.1 Introduction

Hybrid systems which are capable of combining neural networks with symbolic components
are attracting significant attention. Many such systems [46, 61, 59, 57, 56] are based on logic
programming, interpreted however under probabilistic semantics. This approach allows to create
compositional systems. Information is extracted from perceptive inputs via neural networks
towards uncertain facts. These facts are then reasoned upon with a logic program, optionally
itself incorporating uncertainty. However, current systems are not viable (in terms of scalability)
for temporal applications, which are of course plentiful.

DeepProbLog [46] extends the probabilistic programming language Problog [23] with the
concept of a neural predicate. With it, probabilistic facts in a program can be externally computed,
via a neural network, by observing some perceptive input, e.g. an image. With this simple
concept Problog has been upgraded towards a hybrid system which enjoys the benefits of
a powerful probabilistic language with clear semantics, which is also capable of reasoning
over complex high-dimensional inputs. Crucially, the two components are integrated via a
probabilistic framework, which allows to train the neural component with weak supervision.

Additional DeepProbLog-inspired systems have been proposed including [55, 59]. Their aim
is to improve scalability while retaining rich probabilistic semantics. However, all such systems
struggle to scale to real world temporal applications. Perhaps the most fundamental reason for
this is their general purpose-nature, with which scalability issues are bound to arise.

To fill this gap, we propose TLOG, a simple logical/probabilistic language to specify dy-
namical systems and present its neurosymbolic integration. While Problog is a language that
allows to succinctly represent complex Bayesian Networks, TLOG focuses on Dynamic Bayesian
Networks instead. Wanting to borrow the state of the art inference techniques of Problog based
on knowledge compilation, one can look to [58] for knowledge compilation techniques for dy-
namical models. However, the technique presented there, while scaling impressively compared
to traditional exact inference techniques for DBNs, still suffers from large scalability issues,
mainly due to an exponential blowup in the interface variables (those which define temporal
dependencies). We therefore resort to a novel inference scheme for TLOG which compiles a
program into symbolic automata[14]. Our initial implementation of the translation from TLOG

programs to symbolic automata, while naive, shows that it is possible to perform exact inference
for TLOG programs even when the corresponding DBNs would not look amenable to exact
inference using current state of the art approaches.

Inference on the resulting symbolic automaton can be performed differentiably. The language
TLOG is therefore extended to DEEPTLOG trivially using techniques similar to [46, 59, 61]. We
summarize our contributions:

• We design the language TLOG which is based on Dynamic Bayesian Networks.
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1 0.8: even.
2 { 0.2: smaller_than_3; 0.5: between_3_and_6; 0.3: larger_than_6 }.
3
4 t01 ← even, larger_than_6.
5 t12 ← not even, not larger_than_6.
6 t23 ← smaller_than_3.
7
8 q0 ← q0[-], not t01.
9 q1 ← q0[-], t01.

10 q1 ← q1[-], not t12.
11 q2 ← q1[-], t12.
12 q2 ← q2[-], not t23.
13 q3 ← q2[-], t23.
14 q3 ← q3[-].
15
16 accept ← q3.

Figure 3: A sample program for matching a sequential pattern over a sequence of digits sampled
from a given distribution

• We create a novel inference procedure for TLOG , and thus also DBNs, based on symbolic
automata, which scales favourably to previous approaches [58].

• We extend TLOG towards DEEPTLOG which integrates the core language with the neural
predicate [46] and present synthetic applications to showcase our scalability improvements.

2.2 TLog

2.2.1 Overview

TLOG is a probabilistic logic programming language similar to Problog [23]. It targets dynamic,
instead of static, probabilistic models and temporal reasoning. A TLOG program consists of
facts and rules optionally embellished with probabilities. A fact is given by p : a meaning that
atom a is true with probability p at each timestep. A rule is given by p : h← l1, . . . , ln where
li is a literal, i.e. an atom or its negation. If the body of a rule is satisfied at timestep t then its
head will also be true at timestep t with probability p. The construct a[−] is used to refer to the
value of a one timestep before, a[−−] two timesteps and so on. Such lookback atoms can be
used in the bodies of rules. For example, the rule 0.2 : a← b, not a[−] reads if b is true in the
current timestep and a was not true in the previous one, then with probability 0.2 a will be true
in this timestep. Since the semantics of the language are given over DBNs, cycles are disallowed
(this is mostly for ease of implementation). The language supports annotated disjunctions to
allow specifying distributions over categorical variables. A sample TLOG program is given in
Figure 3 and a simpler program along with its DBN is shown in Figure 4

One should note that every TLOG program can be already expressed in Problog or in
Stochastic Definite Clause Grammars (the reasoning backbone of DeepStochLog [59]). The
novelty of TLOG lies in its inference procedure which is tailored to temporal tasks and will be
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shown to scale considerably better. Since TLOG is equivalent to the above languages it follows
that all TLOG programs define a distribution over the variables which appear in it and the logic
is interpreted over the distribution semantics [53].

2.2.2 Inference by Knowledge Compilation

Inference in TLOG programs is based on the principles of knowledge compilation [16, 11]. The
core idea of probabilistic inference by knowledge compilation is to convert a probabilistic model
to a logical theory and then compile this theory to an arithmetic circuit on which queries can be
answered effectively. While the compilation procedure might be very costly, if it is successful,
this cost can be amortised over multiple queries.

The idea of inference in TLOG is similar, however, instead of compiling to arithmetic circuits,
which are inherently acyclic structures, a TLOG program is compiled to an automaton. Perhaps
the work closest to our inference procedure is [58] which introduced knowledge compilation
for inference in DBNs. The algorithm there worked via the external aid of recursion, effectively
providing this notion of cyclicity that seems necessary for a practical inference algorithm in
temporal applications. However, the algorithm still incurred an exponential blowup, rendering
it infeasible for DBNs with multiple interface variables. To the best of our knowledge, we are
the first to suggest compiling dynamic probabilistic models to automata for exact and scalable
temporal probabilistic inference.

The first step of inference in TLOG is compilation. For brevity we only give a very high
level overview of the compilation procedure and the reader is referenced to Section 2.5 for
more information. We also note that we believe this compilation procedure is suboptimal and
that a much more performant compiler is possible, however our current approach is simple to
implement and allows for quick development of a prototype system.

A TLOG program is first converted to the temporal logic PLTLF. This is the first notable
difference between the compilation procedure of TLOG vs probabilistic logical languages not
focused on dynamical models, e.g. Problog. The knowledge base used to represent the TLOG

model is not based on propositional logic but rather on one of its temporal variants. The PLTLF

encoding is then converted to an automaton via external tools. The complexity of converting
PLTLF to an automaton is EXPTIME. Whether this is tight for TLOG programs is an issue for
further investigation, since we only use a subset of the full logic. Once an automaton is computed
it is then further processed by converting its guards to Sentential Decision Diagrams [15]. If
the compilation is successful, the automaton can be evaluated and many probabilistic queries
over the TLOG program can be answered tractably. A simple model along with its automaton is
shown in Figure 5.

We next answer the first question of this work. Can TLOG programs be compiled to
automata efficiently? We first give a bit of background. As already mentioned, the compilation
procedure of TLOG programs first reduces to an intermediate logic, namely the pure past version
of LTLF. The problem of converting LTLF formulas to automata has been studied extensively
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0.5: rain.
0.8: rain ← rain[-].

0.05: sensor(faulty).
0.30: sensor(faulty) ← rain[-].

sensor(faulty) ←
sensor(faulty)[-], not fix[-].

0.70: fix ← sensor(faulty).

(a)

r

s

f

r

s

f

(b)

Figure 4: A sample TLOG program (a) and its corresponding Dynamic Bayesian network (b).
The program is first checked for correctness and is then translated to an intermediate logic which
is then compiled to an automaton.

[20, 63, 9, 18, 19] and many improvements have been made. Our initial implementation interfaces
with one of the older systems for the automaton compilation from a logical formula. Since then,
the field has advanced significantly and current implementations scale to much more complex
formulas. Unfortunately interfacing with newer systems is technically challenging and we leave
it for future work.

Secondly, as already mentioned, previous research for compiling Dynamic Bayesian Net-
works, on which TLOG is based, scaled exponentially in the number of interface variables.
Interface variables are those with outgoing edges to the next time slice in a DBN. Equivalently,
for TLOG programs they are variables which occur in the bodies of rules and have an offset
operator, e.g. fix[−] renders fix an interface variable. The previous approach was therefore
impractical for models with more than a handful of interface variables.

We show results of the compilation procedure of TLOG in Table 1 on randomly generated
programs.
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Table 1: Benchmark for the compilation of synthetic programs. For each setting 50 random
programs were produced. |V | represents the number of variables in the program. I is the number
of interface variables and we also show the ratio, i.e. how many more states are necessary in the
approach taken by [58]

|V | #clauses
Average Maximum

Solved(%)
|I| #states ratio |I| #states ratio

30 100 17 710 175 21 632 3318 100

35 120 20 1380 546 24 2756 6010 88

35 140 21 1880 9290 24 7693 2181 92

40 130 21 2055 1223 25 1672 20068 92

40 150 23 3023 3734 28 3389 79207 84

45 150 25 2604 9290 28 1242 213277 72

45 180 27 3540 37912 30 1720 624268 32

Our conclusion is that the compilation of TLOG programs is promising and despite its naivety
the current compiler is capable of solving problems beyond the capabilities of what was possible
for exact inference in DBNs. Models with up to 30 interface variables are able to be compiled by
our new technique, something which was out of reach previously. In practice it seems that for
medium size programs even a naive compilation is often sufficient.

The next question is how one can perform inference given that an automaton has been com-
piled for a given TLOG program. While a number of queries can be answered, we will provide
an algorithm for computing marginals, since this is the most useful query in our neurosymbolic
integration. However, we note that any query answerable by an arithmetic circuit satisfying
determinism and decomposability [11] is achievable for TLOG programs once an automaton has
been constructed.

0.5: rain.

0.8: rain ←
rain[-].

0.65: delay ←
rain.

(a)

q0start

q1q1

q2

¬d ∧ ¬p0 ∧ ¬r

t0→1

p0 ∧ r ∧ (d ∨ ¬p2) ∧ (¬d ∨ p2)

¬d ∧ ¬p0 ∧ ¬p1 ∧ ¬r

r ∧ (p0 ∨ p1) ∧ (d ∨ ¬p2) ∧ (¬d ∨ p2)

t2→1

True

(b)

Figure 5: A very simple TLOG program (a) and the corresponding automaton it has been
compiled to (b). Some transitions are missing from (b) for brevity. They are t0→1 which is
(d ∧ ¬p0) ∨ (d ∧ ¬p2) ∨ (p0 ∧ ¬r) ∨ (r ∧ ¬p0 ∨ (p2 ∧ r ∧ ¬d) and t0→2 which is (d ∧ ¬p2) ∨
(d ∧ ¬r) ∨ (p0 ∧ ¬r) ∨ (p1 ∧ ¬r) ∨ (p2 ∧ r ∧ ¬d) ∨ (r ∧ ¬p0 ∧ ¬p1). The abbreviation r stands
for rain d for delay p0 for the probability of the first rule, p1 the second and so on. Note that
these functions are not represented in this form but rather compactly as SDDs.
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All automata we have been discussing are deterministic, i.e. for a given assignment to the
automaton’s symbols there is only one transition outgoing from each state that will be true. If
this condition is not met our approach is impossible.

Marginal computation in TLOG follows a very similar approach as done for standard arith-
metic circuits in static probabilistic models. In each timestep the probability of the guards of the
automaton are computed, then via matrix multiplications the probability of being in each state
is updated. Once the sequence has been consumed the probability of accepting the sequence is
computed (this is always 1 for TLOG programs that have not been conditioned since they always
define a normalized distribution similarly to Problog) and the partial derivatives of each variable
per timestep are calculated. These values are the marginals and are used for the bulk of tasks
which we use TLOG for. For the program above this computation would for example give for the
value of delay the vector [0.325, 0.455, 0.507, 0.528, 0.536] for the first 5 timesteps.

This process can be parallelized efficiently due to the continuous matrix multiplications
for which great support exists and is also completely differentiable. If the probability of rain
each day was not fixed to 0.5 but was instead given externally via a neural network one can
compute the marginals of the program and retain the gradient from the neural network though
the inference procedure of the symbolic component.

We therefore ask the second question of the paper Can inference in compiled TLOG

programs be done efficiently and differentiably? We answer affirmatively.

2.3 DeepTLog

The focus of this work is not only the language TLOG and its inference procedure but also on
its neurosymbolic integration. To achieve this, we add a new syntax to the language. Wherever
a probability was specified in a TLOG program in DEEPTLOG the probability can be replaced
by #ext followed by a number. The program from Figure 3 can therefore be converted to the
DEEPTLOG program in Figure 6
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1 #ext1: even.

2 { #ext2: smaller_than_3; #ext2: between_3_and_6; #ext3: larger_than_6 }.

3
4 t01 ← even, larger_than_6.

5 t12 ← not even, not larger_than_6.

6 t23 ← smaller_than_3.

7
8 q0 ← q0[-], not t01.

9 q1 ← q0[-], t01.

10 q1 ← q1[-], not t12.

11 q2 ← q1[-], t12.

12 q2 ← q2[-], not t23.

13 q3 ← q2[-], t23.

14 q3 ← q3[-].

15
16 accept ← q3.

Figure 6: The conversion of a TLOG program to a DEEPTLOGPROGRAM. The language now
uses #ext probabilities which can be given by external means in each timestep and most notably
by neural networks.

TLOG now expects that a vector will be given for each #ext probability which signifies the
probability of the fact being true in each timestep. As aforementioned the inference procedure
for TLOG is differentiable and therefore one can for example compute the probability of accept
in each timestep and as long as the values provided for #ext probabilities are attached with
a gradient then so will the marginals. These can therefore be supervised and the gradients
backpropagated back to the neural network allowing us to train via weak supervision. This lift
from TLOG to DEEPTLOG is very similar to DeepProbLog and DeepStochLog.

How does DEEPTLOG compare with existing neurosymbolic system from its family?
We create a synthetic benchmark to stress test DEEPTLOG. We observe a sequence of

MNIST images and the task is to match a temporal pattern on the digits. At each timestep a
neural network is given an image of a digit and predicts the probability of the digit being even
as well as its magnitude in three different classes, i.e. x ≤ 3, 3 < x ≤ 6, x > 6. For example,
an image representing the digit 6 should be maped to even and 3 < x ≤ 6. We then wish to at
some point in the sequence see a digit which is even and x > 6 then eventually a different digit
which is odd and x ≤ 6 and then eventually a digit that is x ≤ 3. This is a very simple regular
expression-like pattern similar to those often encountered in Complex Event Recognition tasks
[31]. The system is trained via weak supervision. No labels are provided on the latent concepts,
e.g. even. Instead, the program is run on the probabilities given by the neural networks and the
probability of the pattern matching is computed. This value is then supervised, i.e. whether the
whole sequence matches or not and the loss back-propagated to the neural networks. Data are
therefore given in pairs where each pair is a sequence of image digits along with a label indicating
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whether the synthetic pattern holds in the sequence. We do not compare against DeepProbLog
[46] as it has already been shown that in such sequential tasks it is quickly outscaled by its
sibling DeepStochLog [59]. We therefore only compare against the newer system.

Sequence Length
DeepStochLog DeepTLog

s/epoch accuracy s/epoch accuracy

10 53 82 60 86
15 80 85 43 90
20 140 63 34 91
25 188 75 34 91
30 230 72 27 97
40 364 - 19 93

Table 2: Results on MNIST sequence task for different sequence lengths. We report the accuracy
achieved on the test set as well as the time for training per epoch. We train for a total of 50 epochs
for both systems with the same learning rate. Best values per metric (secs/epoch, accuracy) in
the table are in bold.

As can be seen from the results in Table 2, our system scales much more efficiently on the
task. It can process much longer sequences without this having an adverse effect on scalability.
This is important since in real world applications sequence sizes can be large with long range
dependencies. Once DEEPTLOG models have been compiled to automata they can be efficiently
evaluated regardless of sequence size. This is not the case for DeepStochLog which generates
proof trees that are dependent on its current sequence and grow large. For our system it is
possible to process sequences up to 10000 timesteps which is far beyond what DeepStochLog
can achieve. As aforementioned the system DeepProbLog is omitted since its scalability is even
worse than DeepStochLog based on [59] as well as our own experimentation. We note that for
each setting the number of sequences generated is smaller. The same budget of training images
exists and as sequence length grows the amount of sequences that can be generated decreases
which explains why the runtime of DEEPTLOG is smaller for larger sequence lengths.

In summary, the performance of DEEPTLOG stays consistent with increasing sizes while the
performance of DeepstochLog seems to deteriorate as sequence length increases. This drop in
performance is not well understood since both systems should provide similar learning signals.
However, the large difference in running times is to be expected. What is truly the bottleneck in
temporal applications is scalability and even from this simple benchmark we can see that our
system scales considerably better in temporal domains. As the complexity of problems grows
it is only expected this difference will be increased as long as complex TLOG models can be
compiled. Note that when comparing DeepStochLog with DeepProbLog the focus was again on
scalability as in most works concerning this sort of systems.
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2.4 Conclusion

We proposed a simple knowledge representation language for temporal applications TLOG . We
designed a new inference procedure for TLOG which is based on symbolic automata. Since
TLOG programs are dynamic bayesian networks this inference procedure is of much interest
independently. Our inference procedure, while initially naive, was shown to scale beyond what
was possible with current state of the art inference technique for DBNs. We then presented the
neurosymbolic integration of TLOG DEEPTLOG which even on simple benchmarks is shown to
considerably outperform its competition.

2.5 Additional Technical Details

Some more technical details on PLTLF translation and on symbolic automata follow.

2.5.1 PLTLF translation

A simple algorithm for compiling a TLOG program to a symbolic automaton, is to first go
through some other temporal logic. While more efficient compilation procedures could be
possible this approach allows building a prototype system very quickly. For technical reasons,
having to do with existing compilers, we choose to go through the modal logic for finite traces
PLTLF which is a variant of LTLF where modal operators refer to the past. From PLTLF we
only use two modal operators (	 and �) in English before and historically respectively. The
translation is quite straightforward. Given a probabilistic fact p : a we give the corresponding
formula �(a ↔ pθ) where pθ is a newly introduced logical variable. Annotated disjunctions
are handled by encoding constraints as given in [11] for handling categorical variables. For a
rule p : h← l1, . . . , ln we give the translation �(a ↔ pθ ∧ l1 ∧ · · · ∧ ln) where pθ is again a
newly introduced variable. If some literal also includes a lookback e.g. l[−] then it is converted
to 	l. For instance, the rule 0.2 : a← b, not a[−] is converted to �(a↔ pθ ∧ b ∧ ¬(	a)). If
multiple rules have the same head, then the right-hand side of the implication is a disjunction.
The program is then the conjunction of all such clauses. Finally, TLOG allows for specifying
variables which are initially true. For instance, q0 for Program 3 can be initially asserted as true.
This capability is given to the user externally from the language itself. The PLTLF encoding of
Program 3 with q0 asserted to be initially true is:
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� (smaller_than_3↔ p1)

� (between_3_and_6↔ p2)

� (larger_than_6↔ p3)

� (even↔ p4)

� (t01↔ even ∧ larger_than_6)

� (t12↔ ¬even ∧ ¬larger_than_6)

� (t23↔ smaller_than_3)

� (q0↔ ((	q0) ∧ ¬t01) ∨ (¬ 	 true))

� (q1↔ ((	q0) ∧ t01) ∨ (	q1 ∧ ¬t12))

� (q2↔ ((	q1) ∧ t12) ∨ (	q2 ∧ ¬t23))

� (q3↔ ((	q2) ∧ t23) ∨ (	q3))

� (¬p1 ∨ ¬p2)

� (¬p1 ∨ ¬p3)

� (¬p2 ∨ ¬p3)

� (p1 ∨ p2 ∨ p3)

Such encodings can be given to an external tool in order to be compiled to a symbolic
automaton. We use [28] for this purpose.

2.5.2 Symbolic automata for probabilistic inference

The automaton produced by the compilation of PLTLF is then converted to a special form
in which the transition guards are compiled to Sentential Decision Diagrams [15]. Note here
that one could use BDDs or sd-DNNF circuits here and this may in fact be considerably more
efficient. For advantages and disadvantages of these structures the reader is referred to [16, 15].
One the automaton has been converted to this form, i.e. its transitions are compiled to SDDs one
can perform probabilistic inference in response to a number of queries, e.g. marginals or MPEs.

For our purposes, is suffices that the reader understands the following difference. While, in
a classical finite automaton a transition q0 q1

a
occurs on reading a symbol e.g. a from an

alphabet, in a symbolic automaton transitions take the form: q0 q1
¬a∨b

.Multiple symbols
can be read at each timestep of the automaton run and transitions can carry arbitrary logical
expressions over a structured alphabet. Symbolic automata underpin many implementations of
temporal logics on finite inputs, e.g. LTLF[20], PLTLF[17], MSO [35].

It should be clear that as long as TLOG programs correspond to DBNs and since DBNs can
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be converted to HMMs whose logical component is itself an automaton [38], then it must be that
the logical component of TLOG programs is indeed an automaton.
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3 Complex Event Pattern Learning

Complex Event Recognition (CER) systems [32, 3] detect occurrences of complex events (CEs)
in streaming input, using temporal patterns consisting of simple events, e.g. sensor data, or
other complex events. CE patterns are typically defined by domain experts in some event

specification language (ESL) [34]. Despite the diversity of such languages, a minimal event
processing operators that every ESL should support [62, 4, 32, 33] includes sequence and
iteration (Kleene Closure), implying respectively that some particular events should succeed
one another temporally, or that an event should occur iteratively in a sequence, and the filtering

operator, which matches input events that satisfy a set of predefined predicates.
Taken together, these three operators point to a computational model for CER based on

symbolic finite automata [14] (SFA), i.e., automata where the transition-enabling conditions are
predicates than need to be evaluated against the input, rather than mere symbols. As a result, in
most existing CER systems CE pattern definitions are SFA-based [60, 1, 62, 26, 24, 25, 54, 51,
13, 3]. Prominent areas of CER research, then, concern the study of trade-offs between ESLs’
expressive power and pattern matching complexity [26, 34], in addition to practical issues, such
as scalability and distributed processing.

CE pattern learning is a less studied CER topic, which, however, is of utmost importance,
since CE patterns are not always known in advance, or they frequently need to be revised. A
few learning approaches have been proposed, which have several limitations. Some focus more
on learning in the presence of commonsense phenomena, such as the duration of events in time
[37, 36], and less on the sequential nature of such events; others do support operators such as
iteration [47, 39, 40, 30], or filtering predicates [42, 29], while most offer very limited support
for reasoning with background knowledge and CE pattern revision.

To address such issues, we propose answer set automata learning (ASAL), a framework that
allows to specify SFA-based CE patterns in the form of answer set programs (ASP) [43], which,
thanks to the strong connections of ASP to symbolic learning, are directly learnable and revisable
from data. ASAL allows to synthesize patterns utilizing the core CER operators by jointly learning
the structure of an SFA pattern and the definitions of its transition guards, consisting of Boolean
combinations of building-block, background knowledge predicates. The core ASAL approach
relies on abduction w.r.t. an SFA interpreter. To scale it up to large training sets, we utilize SFA
revision in a Monte Carlo Tree Search (MCTS) that continuously revises programs learnt from
mini-batches of the data, in an effort to approximate a global optimum. We evaluate both the
batch and the incremental, MCTS-based versions of our approach on three CER datasets and
compare it to classical automata learning techniques, demonstrating empirically its efficacy.
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PATTERN SEQ(ITER(Xt ), ITER(Yt ), ITER(Zt ))
FILTER Xt .alive < Xt−1 .alive

AND Xt .apoptotic > Xt−1 .apoptotic

AND Yt .alive < 800
AND Zt .alive < Zt .necrotic

0start 1 2 3

any

p1

p1

p2

p2

p3

p3

p1(T) ← decrease(alive(T)), increase(apoptotic(T)).
p2(T) ← less than val(alive(T), 800).
p3(T) ← less than att(alive(T), necrotic(T)).

(a)
(b)

Figure 7: CER for tumor progression simulation optimization; (a) A CE pattern that captures the
simulation on the right (upper), its corresponding SFA (middle) and the SFA’s guards (bottom);
(b) Temporal evolution of different cell populations after the injection of a drug cocktail over the
course of a simulation [2, 52].

3.1 Related Work

The methods introduced in [30] and [47] learn event-based patterns from historical traces, along
with filtering constraints between the attributes of the constituent events. These methods assume
purely sequence-based ESLs that do not support iteration, therefore, they are restricted to simple
sequential patterns, rather than SFA-based ones. Closely related is the technique of [39, 40],
which extracts CE patterns in the form of frequent queries. However, the number of such
queries can be excessive, without them being necessarily representative of the situations (CEs)
of interest [40]. Moreover, this technique is also restricted to a purely sequential ESL. The
method of [42] precedes the process of constructing a CE pattern in the form of a probabilistic
automaton, by a representation learning technique that generates the pattern’s constituent events
in an unsupervised fashion. This is a purely learning-based method designed to overcome the
unavailability of domain knowledge on informative event primitives. On the downside, this
method has no connections to concrete ESLs and learns less interpretable patterns that cannot be
used with existing CER engines, since a pattern’s constituent events are opaque.

ASAL supports the core CER operators of sequence, filtering and iteration, thus going beyond
the sequence pattern learning task of [30, 47, 39, 40]. Moreover, in contrast to [42], the programs
learnt by ASAL are easily translatable into any ESL that supports the above-mentioned minimum
of expressive power.

The field of finite automata (FA) learning [21] has a long history in the literature [5, 50,
41, 6, 29]. Most existing techniques are either noise-intolerant leaners [5, 6], or rely on greedy
heuristics for state merging [50, 41], a technique that generalizes as much as possible from a
large, seed induction structure, the Prefix Tree Acceptor, generated from the entire training set.
These approaches often tend to learn large, overfitted models that generalize poorly and raise
scalability issues in large datasets. In contrast to the above, ASAL learns incrementally from
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small data batches, never processing the training set in its entirety, while still aiming for a model
with an adequate global performance, in a noise-tolerant fashion.

The aforementioned FA induction algorithms learn classical – as opposed to symbolic – FA.
Moreover, they all learn from single-sequence input, an important limitation to their applicability
in CER, where the input is typically multivariate. On the other hand, although some algorithms
for SFA induction do exist [45, 7, 27], they are mostly based on “upgrading” existing classical FA
identification techniques to infinite alphabets, and they thus suffer from the limitations outlined
above.

Learning FA and grammars has been an application domain for Inductive Logic Programming
(ILP) [12, 22] since its early days. More recent ILP frameworks have also been applied to the
task [49, 29]. Both these approaches are designed to learn from small univariate training samples
and cannot deal with noisy input.

3.2 Background and Problem Statement

We begin with a brief description of a tumor evolution simulation optimization task [2, 52],
which we will refer to as a running example throughout the paper. Figure 7(b) presents the
temporal evolution of tumor cell populations of different types (alive, necrotic, apoptotic) in
a computer simulation, as a result of injecting a tumor necrotic factor (TNF – a drug cocktail)
into the tumor. The goal is to assess the efficacy of the particular TNF in limiting tumor growth.
Processing such a simulation with a CER system would allow to detect critical events over its
course, which in turn may facilitate drug development research. For instance, given that such
simulations are extremely demanding computationally, early-stopping unpromising ones, based
on the detected events, to devote computational resources elsewhere, can significantly speed-up
the research [52].

Event tuples. Typically, CER systems operate on streams of event tuples [32, 4], i.e. time-
stamped tuples of attribute-value pairs. In general, we can think about CER input as a multivariate
sequence with one sub-sequence per event attribute. For instance, an attribute may correspond
to a particular sensor and its values to the sensor readings over time, which may be numerical,
or categorical. An event tuple, then, is a “snapshot” of the joint evolution of all domain sensor
readings over time. As an example, the multivariate sequence simulation input in Figure 7(b) is
converted into a sequence of event tuples, with one tuple per time step in the simulation. The
tuple corresponding to

t = 200 would be 〈necrotic = 110 , apoptotic = 420 , alive = 770 , time = 200 〉.
CE patterns define a temporal structure over event tuples and a set of constraints over their

attributes. A pattern is matched once a set of event tuples is encountered in the input, such that
the tuples’ temporal ordering adheres to the pattern’s temporal structure and the tuples’ attributes
satisfy the pattern’s constraints.

The upper part of Figure 7(a) presents an example of such a pattern that may be matched
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against the input of the simulation in Figure 7(b). The pattern is expressed in a pseudo-ESL that
illustrates the core CER operators of sequence, iteration and filtering. The pattern’s variables
Xt, Yt, Zt are assumed to be ranging over event tuples and Xt refers to a tuple received at time t.
The first line specifies the temporal structure of the pattern, using the operators SEQ(E1 . . . En),
which matches any occurrence of tuples E1 . . . En in a sequence, and ITER(E) (iteration), which
matches any iterative occurrence of more than one instances 1 of E.

The FILTER/AND part of the pattern defines the constraints that the instances ofXt, Yt, Zt should
satisfy. The first two lines (following the “PATTERN” part) dictate that for each pair of consecutive
tuples Xt−1 and Xt the value of the alive attribute should decrease and that of the apoptotic

attribute should increase. The next line dictates that any Yt event tuple instance is expected to
respect a threshold on the population size of alive cells, while the last line in the pattern dictates
that for each Zt tuple instance, the value of necrotic should be lower than that of alive. It may
then be seen that the entire pattern matches cases such as those presented in the simulation of
Figure 7(b), where (i) initially there is period where the alive cancer cells population is constantly
decreasing, while that of apoptotic ones is increasing; (ii) this period is followed by another
where the alive cells population does not exceed a given threshold; (iii) the latter is followed
by a last period where the population of alive cells is strictly lower than that of necrotic. This
pattern expresses a common motif of the effects of successful TNFs on tumor growth [2].

From CE patterns to SFA. CE patterns may be converted into SFA by mapping a pattern’s
temporal structure to the SFA’s structure and the pattern’s filters to the SFA’s transition guards.
This is illustrated in the middle and lower parts of Figure 7(a) respectively, where the guards
are presented as a set of logic programming rules. Note that the T variable there has the same
meaning as the t subscript in the pattern, i.e. to implicitly refer to the tuple received at time
T . The SFA loops on its start state until the first occurrence of a p1-satisfying tuple. The
latter is defined as a conjunction of two predicates, decrease/1 and increase/1, which are assumed
to be defined as background knowledge (BK) to reflect the simultaneous change in alive and
necrotic cell populations specified by the pattern’s filter (we will provide example BK predicate
implementations in Section 3.3). Upon the occurrence of a p1-satisfying tuple, the SFA moves to
state 1, where it loops on additional occurrences of such tuples. The rest of the SFA’s functionality
is similar.

The learning task that we address in this work is that of jointly inducing the structure of an
SFA from labeled sequences of event tuples, and the definitions of the SFA’s transition guards
from given, BK predicates. By mapping compositions of ITER and SEQ operators to SFA structure,
and FILTER constraints to transition guard predicates, learnt SFAs may be translated into ESL
specifications and vice-versa, provided that the target ESL supports SEQ and ITER.

Restriction to unary predicates. BK predicates constitute a language bias for our learning
task. A limitation of our proposed method, which we plan to address in future work, is the fact

1This is the semantics of the iteration operator that we assume in this work. This is in contrast to other iteration
operator semantics, which match zero or more occurrences of E.
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that such language bias is currently restricted to unary predicates, such as p1/1, p2/1, p3/1 in
Figure 7(a). Such predicates can only express across-attribute relations within a single event
tuple Et, or across-time relations between the attributes of two different event tuples Et and
Et−n, for a fixed n. Predicates p2, p3 in Figure 7(a) are examples of the former case. Predicate
p1 is an example of the latter case, since via the decrease/1 and increase/1 predicates it performs
tests on the attributes of two consecutive event tuples, i.e. tuples Et−n and Et with n = 1. Unary
filters can be evaluated using bounded memory. As a result, a restriction to unary filters is often
referred to as the “regular fragment” of CER [34], in similarity to the regular languages, which
can also be recognized using bounded memory. In contrast, computational models for ESLs with
higher-arity filters go beyond the class of regular automata to families of automata with memory.

Event selection strategies (ESS) and windowing operators. ESS refer to different policies
regarding the occurrence of irrelevant events during pattern matching. Prominent ESS are skip-till-

next-match and strict-contiguity [62], where the former allows to have irrelevant events (to be “skipped”)
in between those that explicitly occur in the CER pattern, while the latter does not. As we will
show later, our learning method supports both these strategies. Another important CER operator
is windowing, which specifies a time frame within which a pattern should be matched. We are
not concerned with learning windows in this work.

Answer Set Programming. In what follows we assume familiarity with ASP and refer to
[43] for an in-depth account. In this section we review some basic ASP constructs that will be
useful in what follows. Throughout, we use the Clingo2 syntax for representing ASP expressions.
A choice rule is an expression of the form {α} ← δ1, . . . , δn, with the intuitive meaning that
whenever the body δ1, . . . , δn is satisfied by an answer set I of a program that includes the choice
rule, instances of the head α are arbitrarily included in I (satisfied) as well. A weak constraint is
an expression of the form :∼ δ1, . . . , δn.[w@p, t1, . . . , tk], where δi’s are literals, called the body
of the constraint, w and p are integers, called respectively the weight and the priority level of
the constraint and t1, . . . , tk are ASP terms. A grounding/instance of a weak constraint c is an
expression that results from c by replacing all variables in δ1, . . . , δn, t1, . . . , tk by constants.
Such an instance is satisfied by an answer set IΠ of a program Π that includes c if IΠ satisfies c’s
ground body, which incurs a penalty of w on IΠ. IΠ’s total cost is the sum of penalties resulting
from each instance of c that is satisfied by IΠ. Inclusion of weak constraints in an ASP program
triggers an optimization process that yields answer sets of minimum cost. Priority levels in weak
constraints model the constraints’ relative importance, since the aforementioned optimization
process attempts to first minimize the total cost due to weak constraints of higher priority levels.

3.3 Answer Set Automata

As a first step towards learning SFA-based CE patterns, we present an ASP encoding of such
patterns, in programs that we call answer set automata (ASA). ASA are executable programs

2https://potassco.org/
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Predicate Meaning

obs(Sid, av(A, V ), T ) Attribute A has value V in sequence Sid at time T .
holds(F, Sid, T ) An instance of predicate F is true for sequence Sid at time T .
inState(Sid, X, T ) An SFA is in state X at the T -th step of processing sequence Sid.
transition(S1, F, S2) An SFA moves from state S1 to state S2 using the transition guard

predicate F .

Table 3: The core predicates used in our ASP encoding.

(i) An SFA interpreter:

inState(Sid, 0, T )← sequence(Sid), start(T ).
inState(Sid, S2, T + 1)← inState(Sid, S1, T ), transition(S1, F, S2), holds(F, Sid, T ).
accepted(Sid)← inState(Sid, X, T ), accepting(X), seqEnd(Sid, T ).

The ASA that corresponds to the SFA from Figure 7

(ii) Definition of the SFA structure:
transition(0 , any, 0 ). transition(0 , p1 , 1 ). transition(1 , p1 , 1 ). transition(1 , p2 , 2 ). transition(2 , p2 , 2 ). transition(2 , p3 , 3 ).
(iii) Transition guards definitions:
holds(p1, Sid, T )← holds(decrease(alive), Sid, T ), holds(increase(apoptotic), Sid, T ).
holds(p2, Sid, T )← holds(less_than_val(alive, 800), Sid, T ).
holds(p3, Sid, T )← holds(less_than_att(alive, necrotic), Sid, T ).
(iv) Background knowledge (BK) predicates definition:
holds(decrease(A), Sid, T )← obs(Sid, av(A, V1), T ), obs(Sid, av(A, V2), T−1), V1 < V2.
holds(increase(A), Sid, T )← obs(Sid, av(A, V1), T ), obs(Sid, av(A, V2), T−1), V1 > V2.
holds(less_than_val(A, V ), Sid, T )← obs(Sid, av(A, V1), T ), V1 < V.
holds(less_than_att(A1, A2), Sid, T )← obs(Sid, av(A1, V1), T ), obs(Sid, av(A2, V2), T ), V1 < V2.

Table 4: The core predicates used in our ASP encoding, an SFA interpreter and the implementa-
tion of some example BK predicates.

with an one-to-one correspondence to CE patterns and a correctness property, stating that a
pattern will be matched against a particular finite piece of input when run with a CER engine,
iff its corresponding ASA satisfies a particular query, when run on the same input with an ASP
solver. The left part of Table 3 presents the core predicates that we use for our encoding, which
we will explain as we go along.

Representing input. To represent a finite input sequence S of event tuples E1, . . . , En

we use the obs/3 predicate (which stands for “observation”), presented first in Table 3. In
particular, we first assign a unique3 id, sid to the tuple sequence S and then for each tuple
Et = 〈att1 = val1 , . . . , attm = valm , time = t〉 ∈ S of m attribute-value pairs, we generate m
obs/3 atoms of the form obs(Sid, av(atti, vali), T ). For instance, assuming that the tuple:
〈necrotic = 110 , apoptotic = 420 , alive = 770 , time = 200 〉
belongs to a sequence S with id = sid, it will be represented by the following facts:
obs(sid , av(necrotic, 110 ), 200 ), obs(sid , av(apoptotic, 420 ), 200 ) obs(sid , av(alive, 770 ), 200 ).
Therefore, an m-attribute/value pair tuple sequence of length n is converted into a Herbrand

Interpretation (set of true ground facts) of n×m obs/3 facts. In the following we refer to such
logical representations of actual input simply as input sequences.

3Referencing individual input sequences in the ASP encoding will be useful during learning, where such
sequences are treated as training examples.
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Regarding SFA structure representation, we use integers to denote states. We fix state 0
to always be the start state and use transition/3 facts from Table 3 to denote transitions between
states. As an example, Table 4(ii) presents the structure of the SFA from Figure 7, where any is a
domain constant that evaluates to true.

BK predicates, which are used as building blocks for defining SFA transition rules, are
implemented using the holds/3 predicate from Table 3. Table 4(iv) presents an implementation of
the BK predicates from Figure 7. For example, the decrease/1 predicate is implemented by using
the obs/3 predicate to retrieve and compare consecutive values for A from the input. Given this
implementation and the facts obs(sid , av(necrotic, 100 ), 200 ), obs(sid , av(apoptotic, 170 ), 201 ),
we can derive the fact holds(decrease(alive), sid, 201).

The transition guards are defined in terms of the BK predicates, also using the holds/3 predicate.
Table 4(iii) presents such definitions for the guard predicates from Figure 7.

The SFA interpreter presented in Table 3 is the core of the encoding, defining the behavior
of an SFA. Its first rule simply states that initially, i.e., at the start point of any sequence, the
SFA is in state 0. The second rule states that an SFA moves from S1 to S2 at time T if there
is a transition-enabling guard F , which evaluates to true at time T . The last rule defines the
acceptance condition for a sequence Sid, where the seqEnd/2 predicate is properly defined to
capture the ending point of the sequence and accepting/1 denotes a designated accepting state.

We may now define an ASA as an ASP program Π = I ∪ T ∪ B ∪ G, where I is an SFA
interpreter, T is a set of transition/3 facts defining the SFA structure, B is a set of BK predicate
definitions and G is a set of transition guard definitions. To formally define its transition function,
let us first denote by Σ an SFA “alphabet” of obs/3 facts encoding the input and by Q the set
of states referenced in T . Note that T may be seen as defining a mapping δT : Q × G → Q

that maps a state q1 ∈ Q and a guard predicate gq1 to a next state q2, specified by the fact
transition(q1, gq1 , q2) ∈ T 4. Given such a δT and an ASA Π, we define its transition function
δ : Q× 2Σ → 2Q ∪ {⊥} as:

δ(q, It) =


N t+1
q = {δT (q, gq) ∈ Q | It ∪ Π � body(pq)},

if N t+1
q 6= ∅,

� ∈ {{q}, {⊥}}, else.

(1)

Each It should be thought of as being the restriction of an input sequence I to t, i.e. I’s subset of
obs/3 instances where T = t5. Given such an It and a state q, δ maps q to its set of next states N t

q ,
obtained via δT , which checks which of q guards’ defining conditions (rule bodies) are satisfied
by Π ∪ It. If N t

q is empty then the SFA behaves as dictated by a predefined event selection
strategy (see Section 3.2) and it either rejects the input by moving to a “dead state” ⊥, thus

4Note that in the presentation we “overload” the notation of G to denote both a transition guard predicate g in
the definition of δT and its concrete implementation as a rule in G in the text before the δT definition.

5More precisely, It should be a segment of I that suffices for evaluating BK predicates. For instance, to evaluate
the increase/1, decrease/1 predicates from Table 4 at time t, It should contain obs/3 instances corresponding to t and
t−1.
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implementing strict-contiguity, or loops on q, following skip-till-next-match. The former strategy is the
default for the interpreter from Table 4, since any input S will eventually be rejected – via closed
world assumption on accepted/1 – if there exists a point T in Sid, such that no inState(Sid, q, T+1)

instance can be derived for any state q ∈ Q. In the following section we will also present a way
to enforce the skip-till-next-match policy.

Proposition 1 below establishes the correctness of our ASA encoding. We precede the proof
with a formal definition of a matching between a pattern and an input sequence. This definition
is used by Proposition 1.

Definition 1. Let D be a set of event tuples, D? the set of all finite event tuple sequences that

may be generated from D, with ε denoting the empty sequence, and L be any Event Specification

Language L, specified by the following grammar:

P := FILTER/1| SEQ(P1, P2) | ITER(P ) | OR(P1, P2) (?)

where FILTER/1 denotes unary filters. We define the following relation matches ⊆ L × D?,
inductively on the structure of L, as follows:

• If P := FILTER/1, then matches(P, s) ⇔ ∃ e ∈ D? : s = e & FILTER(e), i.e. s is a single-

tuple sequence, which satisfies the conditions defined by FILTER. Note that the fact that s

needs to be of length 1 – single-tuple sequence – follows from the fact that FILTER predicates

are unary).

• If P := SEQ(P1, P2), then

matches(P, s) ⇔ ∃s1, u, s2 ∈ D? : s = s1 · u · s2 & matches(P1, s1) & matches(P2, s2),

where “·” denotes concatenation. Note that this definition complies with the skip-till-next-match

selection strategy. For strict-contiguity we need to require that u = ε.

• If P := ITER(P1), then matches(P, s) ⇔ ∃ u ∈ D : s = u+ & matches(P1, u), where for

any event tuple sequence s, s+ =
⋃
n≥1 sn and sn is the concatenation of s with itself n

times.

• If P := OR(P1, P2), then matches(P, s)⇔ matches(P1, s), or matches(P2, s).

We may now proceed to Proposition 1.

Proposition 1 (Correctness of the ASA encoding). Let L be any ESL specified by the following

grammar: P := FILTER/1| SEQ(P1, P2) | ITER(P ) | OR(P1, P2)| AND(P1, P2). Let D be a set of

event tuples and D? the set of all finite event tuple sequences that may be generated from D. Let

P be any L-pattern, whose filters may be expressed as a stratified logic program. Then there is

an ASA ΠP , such that for any s ∈ D?, matches(P, s) iff accepted(s) ∈ SM (ΠP ∪ HI (s)), where

SM (X ) denotes the unique stable model of the ASP program X and HI(s) denotes the logical

representation of s as a Herband interpretation.
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Proof. Note first that any ASA with a stratified set of filters predicates is stratified, since the rest
of the ASA encoding in the paper is negation-free. Therefore, any ASA A with stratified filters
has a unique stable model SM (X ).

The proof proceeds by induction on the structure of P . With the exception of the base
case, for the other three cases the induction hypothesis is that the proposition holds for the
sub-patterns of the initial pattern. In each case we will construct an ASA as an ASP program
Π = I ∪ T ∪ B ∪ G, with a fixed ASA interpreter I:

inState(Sid, 0, T )← sequence(Sid), start(T ).

inState(Sid, S2, T + 1)← inState(S, S1, T ), transition(S1, F, S2), holds(F, Sid, T ).

acceptedAt(Sid, T )← inState(Sid, X, T ), accepting(X).

accepted(Sid)← acceptedAt(Sid, T ), seqEnd(Sid, T ).

(2)

and varying transition transition/3 facts T , BK predicate definitions B and transition guard
definitions G. Note that we slightly teak the definition of the ASA interpreter from that presented
in Table 4(i), by adding an extra rule that records the time points at which the automaton is in an
accepting state, which will be useful in the proof, and defining the acceptance condition as being
in an accepting state at the end of the sequence. In what follows we will use the symbol of an
input sequence as its id, so we write e.g. accepted(s) to denote that sequence s is accepted. We
may now proceed to the inductive proof.

• Base case. Let s ∈ D? and P := FILTER/1. Assume that matches(P, s). Then, s is single
tuple that satisfies the filter. Define a two-state SFA as an ASA program Π with:

T = {transition(0, g(0, 1), 1), start(0), accepting(1)}

B = {p/1}

G = {g(0, 1)← p(〈(as1, vs1), . . . , (asn, v
s
n)〉).}

(3)

where p/1 is an ASP implementation of FILTER/1. In particular, we assume that p/1
operates on the tuple of s’s attribute/value pairs, 〈(as1, vs1), . . . , (asn, v

s
n)〉 and performs the

operations indicated by FILTER/1 on these pairs. Also, since s is a single-tuple (i.e. a
sequence of length 1), its logical representation as a Herbrand interpretation will be a set
of observation facts indexed by a single time point (0), of the form:

HI(s) = {obs(s, av(as1, v
s
1), 0), . . . obs(s, av(asn, v

s
n), 0)} (4)

Since FILTER/1 satisfies s, it follows that HI(s) � p(〈(as1, vs1), . . . , (asn, v
s
n)〉 and, therefore,

the body in the following instantiation of I’s second rule is satisfied by Π ∪HI(s):
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inState(s, 1, 1)← inState(s, 0, 0), transition(0, g(0, 1), 1), holds(g(0, 1), s, 0).

It follows that the automaton is in its accepting state at time point 1, which is the end of
the input sequence, therefore accepted(s) ∈ SM(Π ∪HI(s)). Conversely, if the above
holds, then s is a single-tuple sequence satisfied by FILTER, therefore, matches(P, s).

• Case 2: P := SEQ(P1, P2) under strict-contiguity. Assume that matches(P, s). Then
s = s1 · s2, i.e. it is the concatenation of tuple sub-sequences s1 and s2, of length t1
and t2 respectively, each of which satisfies the induction hypothesis. Let Π1 and Π2 be the
corresponding ASA. Define an SFA whose states are the union of states in Π1 and Π2 as
an ASA program Π3 with:

T (Π3) = T (Π1) ∪ T (Π2) ∪ {transition(accepting(Π1), g, start(Π2))}

B(Π3) = B(Π1) ∪ B(Π2) ∪ >

G(Π3) = G(Π1) ∪ G(Π2) ∪ {g ← >}

(5)

where accepting(Π1) is Π1’s accepting state, start(Π2) is Pi2’s start state and g is a new,
trivially satisfied transition guard (a fact indicated by its definition, g ← >).

The logical form of s as a Herbrand interpretation will be

HI(s) = HI(s1)0..t1 ∪HI(s2)t1+1..t1+t2+1

where the superscripts denote the time points that index the observation facts in each
interpretation. Since, by the construction of Π3 and the definition of HI(s) it holds that
SM(Π1 ∪HI(s1)) ⊂ SM(Π3 ∪HI(s)), and from the inductive hypothesis we have that
acceptedAt(s1, t1) ∈ SM(Π1 ∪ HI(s1)), it follows that acceptedAt(s1, t1) ∈ SM(Π3 ∪
HI(s)), and since t1 is the end-point of s1, it follows that accepted(s1) ∈ SM(Π3 ∪
HI(s)), therefore, inState(s, acceptingΠ1

, t1) ∈ SM(Π3 ∪ HI(s)). Since the newly-
introduced in Π3 guard g is trivially satisfied, it follows from the extra transition fact in Π3

and the interpreter’s second rule that inState(s, start(Π2 ), t1 + 1) ∈ SM(Π3 ∪HI(s)).
Now, since from the inductive hypothesis we have that acceptedAt(s2, t1 + t2 + 1) ∈
SM(Π2 ∪HI(s2)t1+t2+1) and SM(Π2 ∪HI(s2)t1+t2+1) ⊂ SM(Π3 ∪HI(s)), it follows
that acceptedAt(s2, t1+t2+1) ∈ SM(Π3∪HI(s)) and, therefore, accepted(s) ∈ SM(Π3∪
HI(s)).

Conversely, if the above holds, then there must be sub-sequences s1 and s2, such that
s = s1 · s2 and additionally, matches(P1, s1) & matches(P2, s2), where P1 and P2 are
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L-patterns that correspond to programs Π1 and Π2, and these patterns exist from the
inductive hypothesis. Therefore, it holds from Definition 1 that matches(SEQ(P1, P2), s).

• Case 3: P := ITER(P1). Let s ∈ D? and assume that matches(P, s). Then, from Definition
1 we have that there exists a u ∈ D such that s = u+ & matches(P1, u), where u+ =⋃
n≥1 sn with un being the concatenation of u with itself n times6. Therefore, s =

u1 · u2 · · · ·un, with u1 = u, u2 = u · u and so on until un. Given the ASA Π that accepts
u from the inductive hypothesis, it is straightforward to extend it to an ASA Π′, which
accepts u+, by adding a new start and accepting state and an extra transition guarded by a
trivially satisfied guard (as in case 2 of the proof) between the existing accepting state and
the existing start state. In more detail, define Π′ as follows:

T (Π′) = T (Π) ∪ {transition(accepting(Π), g, start(Π)),

transition(start(Π′), g, start(Π)),

transition(accepting(Π), g, accepting(Π′))}

B(Π′) = B(Π) ∪ >

G(Π′) = G(Π) ∪ {g ← >}

(6)

where accepting(Π) and start(Π) are the accepting/start states of the inductive hypothesis
ASA Π, accepting(Π′) and start(Π′) are the new accepting and start states and g is a
trivially satisfied guard as before. Note that this is a non-deterministic ASA, which
simultaneously moves to start(Π) and accepting(Π′) from accepting(Π), i.e. it accepts a
sub-sequence accepted by the inductive hypothesis ASA and moves back to its start state
to continue processing the next sub-sequence. If ts =

∑n
n=1 un is the length of s it follows

that acceptedAt(s, ts) ∈ SM(Π′ ∪HI(s)) and therefore accepted(s) ∈ SM(Π′ ∪HI(s)).

Conversely, assume that the above holds. Then s must necessarily be a concatenation
of u’s, each of which is accepted by Π, which has a corresponding L-pattern from the
inductive hypothesis. Therefore, s must satisfy the ITER(P ) part of Definition 1 1.

• Case 4: P := SEQ(P1, P2) under skip-till-next-match. This is a combination of P :=

SEQ(P1, P2) under strict-contiguity and P := ITER(P1). Indeed, in this case s = s1 ·u ·s2 with
u non-empty and u 6= s1, u 6= s2. The pattern that matches s is then SEQ(Ps1 , ITER(Pu), Ps2)

and the proof is a combination of cases 2 and 3 above.

• Case 5: P := OR(P1, P2). This case is straightforward, by introducing a new accepting
state reachable by a trivially satisfied guard from the accepting states of the inductive
hypothesis automata.

6Note that the definition of iteration/Kleene Closure that we use in this paper is a repetition of a pattern one or
more times, differently from the definition that is sometimes used, of a repetition of zero or more times
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(A) Example result of
guard_template(n = 3, DSFA = true, ESS = skip-till-any-match):

(C) Example result of test_part(B):

(1) holds(g(0, 0), S, T )←
seq(S), time(T ),
not holds(g(0, 1), S, T ), not holds(g(0, 2), S, T ).

(16) :∼ false_negative(S). [1@0, S]

(2) holds(g(0, 1), S, T )←
holds(body(g(0, 1), J), S, T ), not holds(g(0, 2), S, T ).

(17) :∼ false_positive(S). [1@0, S]

(2) holds(g(0, 1), S, T )←
holds(body(g(0, 1), J), S, T ), not holds(g(0, 2), S, T ).

(17) :∼ false_positive(S). [1@0, S]

(3) holds(g(0, 2), S, T )← holds(body(g(0, 2), J), S, T ). (18) :∼ atom(I, J, F ). [1@0, I, J, F ]
(4) holds(g(1, 0), S, T )←

holds(body(g(1, 0), J), S, T ), not holds(g(1, 2), S, T ).
(19) :∼ used_attribute(A). [1@0, A]

(5) holds(g(1, 1), S, T )←
seq(S), time(T ),
not holds(g(1, 0), S, T ), not holds(g(1, 2), S, T ).

(20) used_attribute(A)← atom(_, _, increase(A)).

(6) holds(g(1, 2), S, T )← holds(body(g(1, 2), J), S, T ). (21) used_attribute(A)← atom(_, _, decrease(A)).
(7) holds(g(2, 2), S, T )← seq(S), time(T ). . . . rest of used_attribute/1 definitions...
(8) ← state(S), not transition(S, _, S). (22) false_negative(S)← pos(S), not accepted(S).
(9) holds(body(I, J), S, T )← (23) false_positive(S)← neg(S), accepted(S).

guard(I), disjunct(J), seq(S), time(T ),
holds(F, S, T ) : atom(I, J, F ).

(B) Example result of generate_part(n,m,B) for B from Table 4(iv): (D) Example of training data:

(10) state(0..2). start(0). accepting(2). guard(g(S1, S2))←
transition(S1, g(S1, S2), S2).

obs(s1 , av(al , 200 ), 0 ), . . . , obs(s1 , av(al , 83 ), 50 )

(11) {transition(S1, g(S1, S2), S2)} ← state(S1), state(S2). obs(s1 , av(ap, 40 ), 0 ), . . . , obs(s1 , av(ap, 5 ), 50 )
(12) {disjunct(1..m)}. obs(s1 , av(n, 0 ), 0 ), . . . , obs(s1 , av(n, 800 ), 50 )
(13) {atom(I, J, increase(A))} ←

guard(I), disjunct(J), attr(A).
class(s1, positive)

(13) {atom(I, J, increase(A))} ← guard(I), disjunct(J), attr(A). class(s1, positive)
(14) {atom(I, J, less_than_val(A, V ))} ←
guard(I), disjunct(J), av(A, V ).

. . .

(15) {atom(I, J, less_than_att(A1, A2))} ←
guard(I), disjunct(J), attr(A1), attr(A2).

class(s10, negative)

Table 5: Examples of core ASAL components.

• Case 6: P := AND(P1, P2). This case is a straightforward combination of sequence and
disjunction, since accepting the conjunction of two patterns P1 and P2 amounts to either
accepting P1 and then P2, or P2 and then P1.

3.4 Answer Set Automata Learning

We next turn to ASAL, whose core is an abductive learning task implemented as a straightforward
application of ASP’s generate-and-test methodology, applied on our ASA encoding. Using the
representation of an ASA as Π = I ∪ T ∪ B ∪ G, as in Section 3.3, the goal is to learn its T
and G parts, from its I and B parts, which are provided as input, and a set of training sequences.
That is, learn the FSA’s structural specification (T – Table 4(ii)), while synthesizing its transition
guard rules (G – Table 4(iii)). T is abduced from the ASA interpreter (I – Table 4(i)) and G is
constructed by abducing BK predicate instances, which may be placed together as conjuncts in
the bodies of guard definitions, from B (Table 4(iv)).

ASAL can learn both deterministic (DSFA) and non-deterministic (NSFA) automata. Although
NSFA-based patterns are typically assumed in CER, DSFA-based ones are much easier to inter-
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Algorithm 1 ASAL(n,m, t ,DSFA,ESS , I,B,S)
Input: n: max number of states; m: max number of alternative (disjunctive) definitions for
a guard; t: solving time limit; DSFA: boolean flag for (n-)deterministic SFA; ESS: event
selection strategy; I: SFA interpreter; B: BK predicate definitions; S: labeled training set.
Output: T : structural SFA specification of up to n states; G: transition guard definitions

1: E ← guard_template(n,DSFA,ESS ).
2: P1 ← generate_part(n,m,B).
3: P2 ← test_part(B).
4: M← solve(t, E ,P1,P2, I,B,S).
5: (T ,G)← assemble(M, E).
6: return (T ,G).

7: function assemble(M, E):
8: T ← all transition/3 facts inM
9: G ← ∅

10: for each atom α ∈M of the form α := atom(i , j , δ):
11: gij ← the j-th disjunct of guard i’s definition
12: if no such gij exists in G:
13: G ← G ∪ holds(gij, S, T )← # adds empty-bodied rule
14: else add δ to the body of gij
15: for each rule gij ∈ G
16: add to gij’s body its corresponding mutual

exclusivity conditions
specified in E .

17: return (T ,G)

pret and are mandatory in some CER applications [3]. Also, although NSFA are determinazable
[14], as in the classical FA case, learnt versions thereof may yield unforeseen behavior, which
needs to be manually debugged, in order to extract constraints that can rule-out such behavior in
future learning iterations. We thus opt for supporting learning of both types of SFA. Note that the
encoding in Section 3.3 yields NFSA (under the strict-contiguity ESS), since the transition function
allows to move to multiple states simultaneously. Enforcing determinism requires additionally
to ensure that the outgoing transitions from a state q are guarded by mutually exclusive rules.
Providing support for the – commonly assumed in CER – skip-till-next-match ESS, also requires
modifications to the encoding. We thus present our approach as targeting DSFA under the
skip-till-next-match ESS. Then, obtaining the NSFA setting and the strict-contiguity ESS will only require
a simplification of the presented approach.

ASAL is presented in Algorithm 1. It consists of a few simple steps that prepare the generate

and test parts of the encoding (lines 1-3), pass them to an ASP solver to obtain a solution within
an optional time limit (line 4), and finally interpreting the solution into the result SFA (line 5).

The first of these steps generates a template, i.e., a “skeleton” for the FSA’s structure and its
guards definitions. The template incorporates a number of design decisions, the first of which
is that the starting point for our model is a fully-connected graph of max_states nodes, which
the SFA induction process then tries to simplify as much as possible by dropping nodes (states)
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0start 1 2

g(0, 0)

g(0, 1)

g(1, 0)

g(1, 1)

g(1, 2)

g(2, 2)

g(0, 0) ← not g(0, 1).
g(1, 1) ← not g(1, 0), not g(1, 2).
g(2, 2) ← #true.
g(0, 1) ← increase(apopt).
g(1, 0) ← less than val(apopt, 700), decrease(alive), not g(1, 2).
g(1, 2) ← less than att(necr, alive).
g(1, 2) ← less than val(alive, 100), increase(apopt).

Figure 8: A learnt DSFA in simplified form (all predicates stripped of their holds/3 wrapping).

and edges (transitions). An exception is the accepting state, which is always max_states (recall
that we encode states as integers) and is assumed to be an absorbing one, so it has no outgoing
transitions.

An example of such a template for max_states = 3, DSFA and skip-till-next-match is presented in
rules (1)-(7) of Table 5(A). Assuming that we represent the guard predicate of the (i, j)-transition
by g(i, j), rules (1)-(7) provide placeholder definitions for all these predicates that correspond to
a fully connected 3-graph, via the holds/3 predicate of the ASA encoding (see Table 3).

Guards corresponding to self-loops on a non-accepting state q (rules (1) and (5)) have no
restrictions in their bodies, other than their mutual exclusivity with other outgoing q-guards
(recall that the example aims for a DSFA). For instance, rule (1) allows g(0, 0) to be trivially
satisfied by any event tuple that does not satisfy g(0, 1) and g(0, 2). The intention is for any such
tuple to be effectively “skipped”, by triggering a self-loop transition on state 0. The constraint at
(8) forces the inclusion of a self-loop for each state referenced in a learnt SFA. This reflects our
second design decision, namely that in the case where ESS = skip-till-next-match (as in the example
of Table 5(A)), we reserve self-loop transitions for realizing this ESS and delegate the behavior
of the ITER operator entirely to learning, to be implemented via cycles between different states.

To conclude the discussion on self-loops, note that rule (7) forces the corresponding guard
g(2, 2) to always be unconditionally satisfied, reflecting the assumption that the accepting state
is absorbing.

Rules (2), (3), (4) and (6) in the template provide placeholder definitions for “regular”
(non self-looping) guards. These rules have an extra condition in their bodies of the form
holds(body(g(S1, S2), J), S, T ) (?)). Such atoms are meant to serve as placeholders for conjunc-
tions of BK predicate instances. A definition for such placeholder atoms is provided in rule (9),
which uses the ASP conditional expression in the end to do exactly that: collect ground instances
of BK predicates that are satisfied together, to serve as a conjunctive definition for a guard. For
the case of our running example, such BK predicates are generated in rules (13)-(15). J in (?)

Dissemination level: PU – Public, fully open Page 36



Horizon Europe Agreement No 101070430 D4.1 – Interim Version of Online Neuro-Symbolic Learning & Reasoning Techniques

atoms ranges over the alternative (disjunctive) definitions for g(S1, S2) (see rule (12)).
The generate part of Algorithm 1 – see rules (11)-(15) of Table 5(B), uses choice rules to

“guess” relevant atoms that when added to the rest of the encoding (i.e. the interpreter and the
BK) form a working SFA that may be used to accept/reject the training input. The test part of
the Algorithm introduces weak constraints that guide the search towards an optimal solution (as
defined by the constraints). Rules (16), (17) aim at minimizing the training error, while rules
(18), (19) mix-in regularization constraints that try to minimize the complexity of the learnt SFM.
Symmetry breaking constraints that simplify the solving process are presented in Section 3.4.1.

Each solution obtained from the solver is interpreted into an SFM by the assemble function
of Algorithm 1. This function simply returns the transition/3 atoms found in a solutionM, which
specify the structure of the SFA, and compiles the guard rules from the atom/3 instances inM,
while adding to their bodies the mutual exclusivity conditions dictated by the template, as shown
in Algorithm 1. Regarding the latter, note that the template deals with the negation involved in
mutual exclusivity in a hierarchical fashion, so that no pair of q-guards g(q, q1), g(q, q2) exist
that reference each other via negation. This ensures that the program that is compiled by assemble

is stratified, which plays a role in the proof of Proposition 1. Figure 8 presents a DSFA that may
be learnt from our running example domain. The last two guards are disjunctive alternatives.

To target NSFA and/or strict-contiguity we simply need to remove the mutual exclusivity condi-
tions from the guards’ definitions during the template generation and/or remove constraint (8),
Table 5.

3.4.1 Symmetry Breaking Constraints

Constraints (7) and (8) below impose an ordering on the used states, so that new states are
introduced on demand only when previous states have already been already used. This avoids
symmetric solutions based on a re-ordering of the states where e.g. a transition between states
1 and 2 in one solution automaton may be “replaced” by a transition between states 1 and in
another. Note that state 1 is always the start state.

← state(S), S 6= 1, S 6= 2, not accepting(S),

#count{S1 : state(S1), S1 = S − 1, S1 6= 1} = 0.
(7)

← transition(I, f(I,K), K), state(J),

I < J, J < K, not transition(I, f(I, J), J).
(8)

Constraint (9) below imposes an ordering on the conjunction id’s to also avoid symmetric solu-
tions, where the same guard appears multiple times in different solutions with a new conjunction
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Algorithm 2 ASAL-MCTS(all ASAL args,MBS ,ER,MC , iters , roll_iters)
Input: MBS : mini-batch size; ER : exploration rate for MCTS; MC : max number of children
for a node; iters: MCTS iterations; roll_iters: roll-out (simulation iterations) for the default
policy.
Output: T , G: as in Algorithm 1

1: (best_score, best_SFA, root .children)← (0 .0 , ∅, ∅)
2: expand_node(root, all ASAL args,MC)
3: for 1..iters do
4: (scorei ,modeli)← tree_policy(root, all ASAL args,MC,MBS)
5: if scorei > best_score then
6: (best_score, best_SFA)← (scorei , best_score)

7: (reward ,model)← default_policy(best_SFA, all ASAL args,MC ,MBS )
8: propagate_reward(reward )

return best_SFA

9: function expand_node(nodei , all ASAL args,MC ,MBS )
10: if nodei = root :
11: D ← sample_minibatch(MBS )
12: else:
13: D ← most_urgent_minibatch(nodei)
14: Run ASAL on D and keep up to MC locally-optimal solutions SFAi

15: Evaluate all models in SFAi on the training set.
16: nodei .children ← node.children ∪ SFAi

17: return (best_model .score, best_model)

18: function tree_policy(root, all ASAL args,MC,MBS)
19: leaf = None
20: With probability p:
21: leaf ← descent to best leaf
22: return expand_node(leaf , all ASAL args,MC ,MBS )
23: With probability 1−p:
24: return expand_node(root , all ASAL args,MC ,MBS )

25: function default_policy(node, all ASAL args,MC,MBS)
26: for 1 ..roll_iters:
27: D ← sample_minibatch(MBS )
28: Run ASAL on D and return an optimal solution SFA
29: Evaluate SFA on the training set
30: return (best_score, best_model) from the roll-out
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id:

← body(I, J, _), J 6= 1,

#count{J1 : body(I, J1, _), J1 < J} = 0.
(9)

3.5 SFA Revision and Monte Carlo Tree Search (MCTS)

ASAL’s batch, abductive learning approach can learn an optimal SFA given enough time and
memory. The main drawback, however, is that the requirements for such resources grow
exponentially with the complexity of the learning task and the size of the input, making the
approach infeasible in larger datasets. To address such issues, we present an incremental, mini-
batch-based version of ASAL. Locally-optimal SFA are continuously revised on new mini-batches,
in an effort to approximate a globally adequate solution.

SFA revision aims to specialize or generalize a model, by e.g. adding/removing edges
from accepting paths, adding/removing body literals from transition guard rules, or replacing
threshold values in such rules with more relaxed/constrained ones. Such revision operations
may be realized by the same abductive learning process presented in Section 3.4. By “reversing”
ASAL’s assemble process from Algorithm 1, an existing SFA may be analyzed into abducible atoms
(transition/3 and atom/3 from Table 5). These may be directly injected into the induction program in
line 4 of Algorithm 1 as a “prior” and be reasoned upon. The results may be interpreted as a
revised version of the initial SFA via the assemble function.

For instance, assume that in the current version of an SFA, guard g(1, 2) is defined via
two rules g(1, 2) ← δ1 and g(1, 2) ← δ2, δ3. These correspond to three abducible atoms
atom(g(1, 2), 1, δ1), atom(g(1, 2), 2, δ2), atom(g(1, 2), 2, δ3). We may add those into the BK when
revising with a new mini-batch, either as facts, or as weak constraints, with the second option
allowing such atoms to be removed if deemed useful. If in the generated solution either of
these atoms is missing, the rules above need to be generalized accordingly. In contrast, if
an additional fact is returned, e.g. atom(g(1, 2), 1, δ4), then the first of the above rules needs
to be specialized into g(1, 2) ← δ1, δ4. Entire guards may be removed by the same process,
triggering a restructuring of the SFA with the removal of a transition edge, or new guards – and
corresponding edges – may be added.

To implement such a revision-based incremental learning we use MCTS [10]. Algorithm 2
illustrates our implementation of MCTS’s tree and default policies (also called “roll-out”, or

“simulation phase”). Starting from an empty root node we sample a mini-batch and generate a
limited number of locally optimal SFA, which are added as children to the root, after evaluated
on the training set. Next, for a number of iterations a sequence of the tree and default policy
play-outs take place. During the tree policy, the algorithm randomly chooses to either expand
the tree horizontally, by descending to the best leaf and expanding it, or vertically, by adding a
new child to the root from a fresh mini-batch sample. In the former case a mini-batch where the
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leaf node scores poorly (called “most urgent” in Algorithm 2) is selected and used to generate a
number of new SFA, which are added as children to the selected leaf. During the roll-out phase
the leaf node samples new mini-batches for a number of iterations and generates a new SFA
from each. The best score obtained from this sequence of revisions is returned as reward and
propagated to the leaf’s ancestor nodes. The algorithm keeps track of the best model found so
far, which is returned in the end. We use the standard UCT heuristics [10] to select the best child
during the tree policy phase. All scores (including rewards) are global F1-scores on the training
set.

Method Batch
F1-score

MCTS F1 /iterations |States| |Guards| Grounding
(min)

Solving
(min)

Total
(min)

5 10
(A)
Bio ASAL 0.968 4 5 1.8 7.2 7.2

MCTS 0.910 0.962 4 7 0.3 0.2 3.8
Maritime ASAL 0.982 4 4 2.7 12.6 12.6

MCTS 0.740 0.980 4 4 0.3 0.1 2.8
Activities ASAL 0.788 6 8 1.2 18 18

MCTS 0.740 0.773 7 11 0.1 0.8 4.6

(B)
Bio MCTS 0.858 0.968 4 6 0.4 0.9 5.7
Maritime MCTS 0.915 0.985 5 6 0.6 1.2 7.2
Activities MCTS 0.740 0.778 7 12 0.2 1.4 7.8

(C)
Bio MCTS 0.85 0.963 4 6 0.34 0.9 5.3

RPNI 0.702 13 0.05
EDSM 0.722 12 0.05

BioLarge MCTS 0.852 0.97 4 6 0.34 1.02 14.3
RPNI Memory

error
– – – – – – –

EDSM Memory
error

– – – – – – –

Table 6: Experimental results.

3.6 Experimental Evaluation

We evaluate7 ASAL on 3 CER datasets from the domains of precision medicine, maritime
surveillance and activity recognition. The first one contains 644 three-variate sequences of length
50 each, where the attributes correspond to population sizes for alive, necrotic and apoptotic

cancer cells. The positive class corresponds to simulations that were deemed promising by
human experts.

The Maritime dataset was introduced in [3]. It contains data from vessels that cruised around
the port of Brest, France. It consists of 5,249 five-variate sequences of length 30, where the
attributes are signals for a vessel’s longitude, latitude, speed, heading, and course over ground.
The positive class is related to whether a vessel eventually enters the port of Brest.

The activity recognition data were obtained from the CAVIAR dataset8, consisting of videos

7The code and data are available from https://github.com/nkatzz/asal
8http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/
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of actors performing various activities. The data are annotated at two levels: atomic activities,
performed by a single person, e.g. walking, standing still and so on, and complex activities,
performed by more than one person, e.g. people meeting each other (interacting), or moving

(walking) together. We generated 250 four-variate sequences of length 100 each, each ending in
either one of the meeting and moving complex activities. The features are each person’s atomic
activities over time, persons’ distances and differences in their orientation.

Clingo was used in all experiments. Six BK predicates were used, including equality, at-
tribute/threshold comparisons and attribute/attribute value comparisons. ASAL-MCTS was run with
an exploration rate of 0.005 and a max children parameter of 20. Both ASAL versions were run
with max_states = 6 and targeted DSFA under skip-till-next-match. In all datasets numerical values
were discretized into ten bins using SAX [44]. All experiments were carried-out on a Linux
machine with a 3.6GHz processor (4 cores, 8 threads) and 16GB of RAM.

In our first experiment we compared ASAL to ASAL-MCTS. To allow for ASAL to be evaluated
we sampled small data fragments from each dataset. Their sizes varied per dataset and were such
that ASAL could run in a reasonable amount of time. The sample sizes were 50 examples (each a
4-variate multi-seq.) for CAVIAR, 200 examples (each a 5-variate multi-seq.) for Maritime and
150 examples (each a 5-variate multi-seq.) for Bio. Two ASAL-MCTS runs were performed for each
sample, for 5 and 10 iterations respectively, while ASAL-MCTS consumed the data in mini-batches
of 20 examples. The process was repeated 5 times. At each iteration a new training fragment
was sampled, along with a test set of equal size. The results are presented in Table 6(A) in
terms of average testing F1-scores over the course of the 5 runs, average number of states in
the learnt SFA and average size of its guards definitions, average grounding, solving and total
training times. Note that in all experiments, the total solving time for ASAL-MCTS corresponds to
its 10-iterations run.

The results indicate the ASAL-MCTS was able to effectively match ASAL’s performance after 10
iterations. As expected, ASAL-MCTS is significantly more efficient than ASAL. Note that the average
total training times for ASAL-MCTS do not reflect the average grounding and solving times, since
ASAL-MCTS evaluates a large number of models during a run.

In our second experiment we evaluated ASAL-MCTS’s efficacy on whole training sets (rather
than samples) in a fivefold cross validation process. In this experiment ASAL-MCTS was run with
a batch size of 50. The results are presented in Table 6 and they are similar to those from
the previous experiment, with the exception of training times, which slightly elevated, due
to the larger batch size used, resulting in larger grounding and solving times. Smaller batch
sizes resulted in suboptimal results and required 50 iterations to approximate the results from
batch_size = 10 experiment.

In our final experiment we compared ASAL-MCTS with two classical FA learning algorithms,
namely RPNI [50] and EDSM [41], two widely used algorithms of the state-merging (SM) family.
These algorithms are quite old, but are still considered SoA in SM-style learning and their
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LearrnLib9 implementation used in the experiments is extremely efficient and frequently used by
practitioners. The experiment was performed on a univariate version of the bio dataset (which can
be handled by RPNI and EDSM), which contains the alive attribute only10. In this experiment we
additionally used a larger version of the bio dataset with 50K simulations, in order to stress-test
the compared algorithms’ scalability. ASAL-MCTS was used with equality and value comparison
BK predicates only, since there are no cross-attribute relations to be discovered. The results
are presented in Table 6(C). In the small bio case RPNI and EDSM are lightning-fast, learning
a model in approx. three secs. On the other hand, they have significantly inferior predictive
performance as compared to ASAL-MCTS. This may be attributed to greedy state merging heuristics.
Note that in the large bio dataset both these batch learners terminated with memory errors. In
contrast, thanks to its incremental nature, ASAL-MCTS was able to learn a model from this dataset.

3.6.1 Experiments with EVENFLOW Data

Some preliminary experiments regarding automata learning with ASAL on EVENFLOW data are
presented in Section 4.

3.7 Conclusion and Future Work

We presented an ASP-based framework for specifying and learning complex event patterns for a
particular fragment of the expressivity that is commonly assumed in CER. We also presented
an incremental, MCST-based version of our learning approach and evaluated both on a number
of CER datasets, demonstrating empirically their efficacy. Next steps include enhancing the
expressive power of the learnt models and further improving scalability.

9https://learnlib.de/
10This attribute alone is informative enough to learn a useful model in the bio dataset.
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4 Use Case Data Exploration and Preliminary Experimen-
tal Results

4.1 Personalized Medicine Use Case

The ultimate goal of this use case is forecasting disease progression in breast cancer patients.
Unfortunately, we do not have access to a real-world dataset exhibiting disease progression
through time, such as deterioration, recovery, or a stable condition. Because of this we turn
to synthetic data generation as a means of creating temporal trajectories of virtual patients 11.
This process begins with genetic information data from breast cancer patients, taken from the
TCGA-BRCA dataset 12. Table 7 below depicts the distribution of the patients chosen from the
dataset with respect to the type of breast cancer as well as the cancer stage.

Number of Patients
Cancer Stage

Total
Stage I Stage II Stage III

Cancer Type
Lobular 23 110 36 169

Ductal 140 446 103 689

Total 163 556 139 858

Table 7: Distribution of breast cancer patients chosen from the TCGA-BRCA dataset

The trajectories ultimately obtained are comprised of sequences of gene expressions “through
time” (50 timesteps × 8954 gene expressions for example). Each trajectory is labelled based on
whether this transition signifies stable condition (stage X→ stage X) or condition deterioration
(stage X→ stage X+1).

4.1.1 Stage Classification

First, we investigate the separability of different stages in a static setting, ignoring the temporal
component of the trajectories. As this task is concerned with preliminary exploration, the models
used are basic and untuned 13. All results reported in this section are obtained through a random
shuffle of the dataset and a stratified 5-fold cross validation process. The results can be seen in
Table 8 below. We observe that while we obtain accuracy scores > 60%, the macro-F1 score,
which calculates the metric for each class and finds their unweighted mean, thus overlooking
label imbalances, is very poor, indicating that the stages are not separable. What we have
confirmed experimentally is a fact well-known in the literature, namely that gene expressions

11Creating these is work done solely by Barcelona Supercomputing Center (BSC).
12https://portal.gdc.cancer.gov/projects/TCGA-BRCA
13In fact, all models shown here have been ran using their vanilla implementation as provided in the respective

library (sklearn for all models besides XGBoost).
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alone are insufficient for classifying between different cancer stages. This is attributed to very
high heterogeneity among patients.

Classifier Accuracy Macro-
F1

L
ob

ul
ar

Decision Tree 49.7 34.5
Random Forest 62.7 25.6

Gradient Boosting 55.7 25.5

XGBoost 61.6 28.3

Support Vector Machine 65.1 26.3

Multi-Layer Perceptron 40.4 19.8

D
uc

ta
l

Decision Tree 49.5 36.3
Random Forest 64.3 28.9

Gradient Boosting 62.4 31.5

XGBoost 62.8 32.6

Support Vector Machine 64.7 26.2

Multi-Layer Perceptron 41.9 22.3

Table 8: Stage classification with gene expression input

Building upon this, we attempt to construct a more compact and informative representation
by mapping sets of gene expression to sets of enriched pathways. A biological pathway is a
series of actions among molecules in a cell that leads to a certain product or a change in the cell.
It can trigger the assembly of new molecules, such as a fat or protein, turn genes on and off, or
spur a cell to move 14. Obtaining pathways from a patient’s gene set is achieved through Gene
Set Enrichment Analysis (GSEA), a method from the domain of bioinformatics. In most cases
this is the product of statistical analysis. Through the use of GSEA, a gene set comprised of
several thousands of gene expressions can be mapped to a set of tens of enriched pathways. In
essence, the output of GSEA for each pathway is the degree to which this particular biological
"function" is overrepresented in this gene set (patient) with regards to a control group.

Table 9 repeats the previous experiment using enriched pathways as the input rather than
gene expressions. Since our GSEA tools employ statistical approaches, when the results are
statistically inconclusive (i.e. the tool does not have enough information to conclude something)
the tool abstains and thus we have no results for that pathway in this case. The dataset in these
cases is filled with NaN. In the results below we run one experiment where the NaNs are kept
in, in which case we are only able to run classifiers which can deal with this natively, and one
experiment where we replace the NaN values with an integer outside the usual range of the
features (in this case the feature takes values within [−4, 4] and NaNs are replaced by 20). The
motivation behind this choice is twofold: [1] there are now classifiers that can be used that do

14https://www.genome.gov/about-genomics/fact-sheets/Biological-Pathways-Fact-Sheet
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not deal with NaN values natively, and [2] the classifiers can potentially find correlations and
usefulness in the very fact that the value is missing.

We observe that while we are able to obtain marginally better results with several hundred
times fewer features, the stages are still unseparable, at least with the basic set of baseline models
chosen. Additionally, the NaN imputation appears to be insignificant for the models tested,
yielding similar performance for the newly added models, and inducing no difference for the
models already being used.

NaNs kept in NaNs replaced

Classifier Accuracy Macro-
F1

Accuracy Macro-
F1

L
ob

ul
ar

Decision Tree 49.8 38.5 49.2 36.1

Random Forest 67.5 35.8 66.9 36.1

Gradient Boosting - - 56.8 32.3

XGBoost 55.0 32.6 61.6 37.7

Support Vector Machine - - 65.1 26.3

Multi-Layer Perceptron - - 59.8 32.4

D
uc

ta
l

Decision Tree 49.5 35.7 50.2 35.7
Random Forest 63.0 29.1 63.4 29.2

Gradient Boosting - - 58.9 31.4

XGBoost 58.8 30.3 58.4 30.7

Support Vector Machine - - 64.7 26.2

Multi-Layer Perceptron - - 61.0 29.7

Table 9: Stage classification with enriched pathway input

4.1.2 Transition Classification

We move on to transition classification, a task more significant to the use case goal. Since our
ultimate aim concerns forecasting if and when a patient will transition to the next stage, we
require that, as a minimum, we can classify a transition given the entirety of the sequence. More
specifically, using both the start- and end-state, and ignoring all information in between. This
data is given in terms of enriched pathways, and so, for each transition, we possess two feature
vectors containing patient pathways, one for the start-state and one for the end-state. Table 10
below depicts the distribution over the different constructed transitions.

Provided we have two feature vectors per data point, we perform two experiments. In the
first we use the concatenation of the two vectors, creating a new feature vector double the size
of the originals, whereas in the second we use the difference between the end- and start-state
pathways. The results of these experiments are shown in Table 11 below.

We see that in this setting we are able to classify between different stage transitions much
more accurately than we could the individual stages. Furthermore, we observe that using
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Number of Transitions
Stage Transition

Total
Stage I→ Stage II Stage II→ Stage

III

Cancer Type
Lobular 23 115 138

Ductal 140 500 640

Total 163 615 778

Table 10: Distribution of stage transitions for breast cancer patients chosen from the TCGA-
BRCA dataset

Figure 9: The trace of a robot moving around the smart factory floor.

the difference between the two pathway vectors performs significantly worse than using their
concatenation, showing that this is an inferior representation of a transition. Finally, while the
NaN imputation appears to lead to marginal performance increases in this case, the metrics
reported are similar between the two experiments. The results shown here are promising and
encouraging for the downstream task of this use case. That said, as this is preliminary exploration,
further analysis is required.

4.2 Industry 4.0 Use Case

The purpose of this use case is to use the EVENFLOW tools in order to learn how to identify and
forecast hazardous incidents ahead of time involving autonomous robots in smart factories. The
current status of the simulation environment and the generated data is described in deliverable
D3.2. We present a brief overview of the data that are currently available. The data consist of
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NaNs kept in NaNs replaced

Classifier Accuracy Macro-
F1

Accuracy Macro-
F1

C
on

ca
te

na
tio

n

L
ob

ul
ar

Decision Tree 92.1 85.1 89.9 80.8

Random Forest 85.6 56.7 86.3 60.2

Gradient Boosting - - 95.0 89.2
XGBoost 89.2 76.0 87.7 70.7

Support Vector Machine - - 83.4 45.5

Multi-Layer Perceptron - - 82.7 58.2

D
uc

ta
l

Decision Tree 83.8 75.9 85.8 79.0

Random Forest 89.7 81.8 89.1 80.7

Gradient Boosting - - 89.1 81.5

XGBoost 90.5 84.4 90.0 83.4

Support Vector Machine - - 78.0 43.8

Multi-Layer Perceptron - - 84.1 73.9

D
iff

er
en

ce

L
ob

ul
ar

Decision Tree 74.7 50.8 73.2 53.7

Random Forest 83.4 49.4 83.4 49.4

Gradient Boosting - - 78.3 50.6

XGBoost 82.7 51.8 81.9 54.0

Support Vector Machine - - 82.7 45.2

Multi-Layer Perceptron - - 84.1 62.0

D
uc

ta
l

Decision Tree 70.6 56.3 72.8 60.1

Random Forest 78.3 48.9 78.9 52.0

Gradient Boosting - - 80.3 60.3

XGBoost 78.3 59.7 78.6 59.6

Support Vector Machine - - 78.0 43.8

Multi-Layer Perceptron - - 78.9 61.7

Table 11: Transition classification with enriched pathway input

traces of two robots moving around the smart factory floor, while executing some designated
tasks. This involves moving across a number of stopping points (stations), as illustrated in Figure
9. The order in which these stations are to be visited by a robot varies, according to the high-level
task that a robot is currently executing.

The data generated by the ongoing simulations consist of robots’ mobility data, in addition
to images of the surrounding environment captured by the robots’ cameras. The former type
of time series data may be used for understanding the robots’ mobility patterns and learning
such patterns to use as the symbolic component in a neuro-symbolic setting, using techniques
such as ASAL, presented in Section 3.4. An excerpt of this type of data is presented in Figure 10.
Each row in this table corresponds to the values of the available mobility features, namely the
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Figure 10: An excerpt of time series robot mobility data illustrating the relevant features.

1start 2 3

g(1, 1) not g(2, 3) true

g(1, 3)

g(2, 3)g(1, 2)

g(1, 1) ← not g(1, 2), not g(1, 3).
g(1, 2) ← at least(ox , 8), at most(vy , 2), not g(1, 3).
g(2, 3) ← at most(vy , 3).
g(1, 3) ← at least(ox , 5), at least(wx , 9), at most(yy , 6).

Figure 11: An illustrative symbolic automaton learnt with ASAL from DFKI data.

robot’s (x, y, z) coordinates, its quaternion values (ox, oy, oz, ow) and its velocity coordinates
(vx, vy, vz) with vz being the rotational velocity across the z-axis. Each row in the dataset is
labeled with the robot’s immediate destination, i.e. station 1, station 2 and so on. The latter
type of data, i.e. images captured by the robots’ cameras, may be used as input in the end-goal
neuro-symbolic experimental setting, where each robot has to predict the other robot’s behavior
from such images and a symbolic model of the robot’s mobility patterns, given a high-level plan.

We report on preliminary experiments of using ASAL to learn such robot’s mobility patterns
from the (discretized) time series data, in the form of symbolic automata. A target complex event
that is to be captured by such an automaton is the robot’s next destination in any point in time,
i.e. each automaton captures a mobility pattern towards a different station (station 1, station 2

and so on), which correspond to the classes.
The currently available data sample consists of six trajectories in total, three per robot, for

three different high-level execution scenarios/plans. We selected one such trajectory, consisting
of 46K time points and segmented it in sequences of length 50, with each trajectory labeled with
the class corresponding to the destination of its end point. The segmentation was performed by
traversing the trajectory with a sliding window of step 10, resulting in 4595 sub-sequences of
length 50. To generate train/test splits we used the first 70% of the sequences for each class for
training and retained the remaining 30% for testing. This splitting strategy takes into account
the ordering of the sub-sequences in the original trajectory, in order to avoid the degenerated
splits resulting from stratified i.i.d sampling, where the testing sequences are overly similar to
the training ones.

Each feature signal in the initial multivariate time series trajectory, corresponding to a separate
dimension in the time series was discretized beforehand using SAX with 10 bins, similarly to
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the experiments in Section 3.4. We performed a threefold cross-validation experiment, where
ASAL was run with a batch size of 100 for 10 MCTS iterations, a maximum (time limit) of one
minute search time per batch and basic feature value comparison predicates as building block
predicates. We obtained an average macro F1-score of 0.886 and an average running time
of 8.3 minutes. An indicative symbolic automaton learnt in this process is presented in Figure
11. This proof of concept experiment on the currently available, preliminary, yet representative
use case data showcases that ASAL can indeed be useful in learning automata-based complex
event patterns from EVENFLOW use case data, with the end-goal being to use such patterns in
neuro-symbolic settings in the project.

4.3 Infrastructure Lifecycle Assessment Use Case

The goal of this use case is concerned with detecting and pinpointing the location of a leak in a
water pipe from accelerometer sensor data.

4.3.1 Experimental Setup and Data

The experimental setup we are concerned with comprises ten accelerometer sensors inside a
water pipe, as well as a fire hydrant for simulating a leakage. The arrangement is shown in
the diagram of Figure 12a, along with the aerial photo of Figure 12b, which also includes the
distances between the sensors and the fire hydrant.

from 2024-03-13 12-26-34.png

(a) Diagram of experimental setup. Red dots repre-
sent sensors and the tap represents a simulated leak-
age through a fire hydrant.

(b) Aerial photograph of the experimental setup showing the distance between each
sensor (marked by white S) and the fire hydrant (red point on the rightmost side).

The data includes ∼ 3.5 hours of continuous data collection, during which the fire hydrant
was turned on/off. As the original sensor data collection frequency was at> 1.5kHz, we sampled
the readings at 10Hz by averaging all sensor readings within 0.1s, thus obtaining 10 readings
per second. This was done to limit the noise of the signal and provide more useful features for
the machine learning models. Thus, at the end of the process, for each 0.1s interval we have one
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value for each of the ten sensors, as well as a label of whether the hydrant was on or off at that
time.

4.3.2 Classification Task

To begin our exploration, we attempt to detect whether the hydrant is on/off based on the readings
of all ten sensors. Our models thus accept as input a vector of 10 features, each representing
the aggregation of 0.1s worth of that sensor’s readings, and outputs a binary label. The label
distribution is as follows:

fire hydrant on : 68951 samples

fire hydrant of : 45071 samples

Once again, the results reported are the average of the metrics computed on the 5 test sets in
the shuffled, 5-fold cross validation. The results of this experiment are shown in Table 12. We
see that even with the naive algorithms selected we are able to separate the two classes and can
thus detect whether a leak exists in the pipe.

Classifier Accuracy Macro-
F1

Decision Tree 76.9 75.8

Random Forest 84.9 83.9
Gradient Boosting 76.1 73.5

XGBoost 83.2 82.2

Support Vector Machine 81.4 79.9

Multi-Layer Perceptron 82.3 81.4

Table 12: Leakage binary classification given input from all ten sensors

4.3.3 Regression Task

We move on to a task closer to the goal of the use case, concerned with pinpointing the location
of the leakage. Here we would like our models to accept as input a sequence of readings from
a single sensor and determine how far away the leakage is located. Therefore, for this task we
construct an alternative dataset which splits up the previous dataset into ten parts, constructing
sequences of readings for each sensor individually, and using the distance from that sensor to the
leakage point as label. Using Figure 12b as reference we obtain the following:

For this experiment we explore two parameters in generating the dataset. First, the averaging

factor, which refers to the number of sensor readings that we aggregate into a single number (for
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Sensor Number 2 4 6 8 10 3 5 7 9 11
Distance to Leak (m) 7.3 17.4 27.0 35.3 45.3 54.5 65.0 74.8 86.0 93.75

Table 13: Distance from each sensor to the leakage point

example, a factor of 10 aggregates 10 values by taking their mean), and second, the window size,
which determines the length of the feature vector used. Note that the averaging takes place first,
and thus if we have an averaging factor of 2 and window size of 50, we first average every two
values and then gather 50 of the resulting numbers as one feature vector. The feature vectors
contain readings over a time period of 0.1× averaging_factor × window_size seconds.

In Table 14 below we show the results of this experiment. The reported metric is the minimum
mean average error (MAE) achieved over all models tested. The list of models is identical to that
used for previous classification tasks (see Table 12), but in their respective regression forms. In
each of the cells we report the MAE and the amount of time "spanned" by one feature vector in
that configuration of parameters.

MAE
Averaging Factor

1 2 5 10 20

W
in

do
w

Si
ze 10 23.4 | 1s 23.4 | 2s 23.4 | 5s 23.3 | 10s 23.2 | 20s

50 23.4 | 5s 23.3 | 10s 23.3 | 25s 23.3 | 50s 23.4 |
100s

100 23.3 | 10s 23.2 | 20s 23.3 | 50s 23.3 |
100s

23.5 |
200s

200 23.2 | 20s 23.3 | 40s 23.4 |
100s

23.6 |
200s

24.7 |
400s

Table 14: Leakage distance regression given input readings from one sensor. Each cell includes
the minimum mean average error (MAE) achieved over all models tested, as well as the amount
of time ”spanned” by one feature vector in that configuration of parameters.

Our main observation is that in this naive form, where we use basic models and do not
perform any data processing (such as time series analysis techniques) besides averaging, our
regressors are unable to accurately predict the location of the leakage. The second, very surprising,
observation is that the length of the feature vector in seconds appears to have minimal effect on
the performance of the classifiers. This result requires further investigation.
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5 Conclusions and Future Work

This deliverable represents the first step towards neuro-symbolic (NeSy) learning and reasoning
for Complex Event Recognition and Forecasting (CER/F) technology in EVENFLOW. We pre-
sented the problem setting and the research landscape in terms of the state-of-the art in the field,
and we also identified the main challenges involved in combing neural and symbolic models in
temporal domains. We tackle some of these challenges by proposing a novel logical/probabilistic
framework for complex event pattern specification, which supports scalable probabilistic infer-
ence, the translation of such patterns into symbolic automata and their integration with neural
predictors in a scalable NeSy training framework tailored specifically for large-scale, temporal
applications. This is an important milestone that significantly improves the state-of-the-art, and
lays the ground for further progress in NeSy learning and reasoning in the project. We also
presented a symbolic learning framework capable of inducing complex event pattern in the form
of symbolic automata from multivariate event traces, scales to large datasets via an incremental
learning technique and allows to automatically revise such patterns in the face of data drifts.
Finally, we presented our work in exploring the available data in EVENFLOW, assessing their
quality and drawing insights on how they may be used for the project’s end goals. Future work
involves:

• Advancements in NeSy learning and reasoning, including differentiable structure learning,
as well as jointly training a neural predictor, while learning the structure of the symbolic
component in a NeSy architecture.

• Further studying the trade-offs between logical/probabilistic reasoning, which serves as
the backbone of differentiable inference, and the expressive power of the utilized symbolic
models in EVENFLOW.

• Further scaling-up symbolic learning.

• NeSy complex event forecasting.

• Advancements in forecasts explainability.

• Utilization of data programming techniques towards data augmentation and labeled data
generation.

• Thorough evaluation on EVENFLOW’s use case data.

5.1 End-to-end Verification of Neuro-Symbolic Systems

An important additional research direction concerns the verification of temporal neuro-symbolic

systems, which is undergoing work in collaboration with WP5 in EVENFLOW. The main issue
that this work addresses is verifying the adversarial robustness of temporal, automata-based
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NeSy models in an end-to-end fashion, i.e. going from input perturbations all the way up to the
target complex event predictions, in order to assess whether the perceptual input perturbations
cause the entire NeSy model to alter its high-level predictions. Note that standard neural network
verification techniques are insufficient for such end-to-end verification, since they can only
verify “neural-level” properties, expressed as algebraic constraints on the neural network’s input-
output pairs, with adversarial robustness being a typical example. In a NeSy setting, therefore,
such techniques can only be used to verify the neural component, rather than the end-to-end
robustness of the entire system w.r.t. its downstream, complex event predictive task. We are
working towards end-to-end verification of NeSy systems by combing neural network verification
techniques for acquiring simple event verification bounds w.r.t. to the input perturbations, with
knowledge compilation and differentiable automata-based inference techniques that allow to
compute corresponding bounds on the target complex events via constrained optimization.
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